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Abstract: Many current neurophysiological, psychophysical, and psychological approaches to vision rest on the idea that when we see, the brain produces an internal representation of the world. The activation of this internal representation is assumed to give rise to the experience of seeing. The problem with this kind of approach is that it leaves unexplained how the existence of such a detailed internal representation might produce visual consciousness. An alternative proposal is made here. We propose that seeing is a way of acting. It is a particular way of exploring the environment. Activity in internal representations does not generate the experience of seeing. The outside world serves as its own, external, representation. The experience of seeing occurs when the organism masters what we call the governing laws of sensorimotor contingency. The advantage of this approach is that it provides a natural and principled way of accounting for visual consciousness, and for the differences in the perceived quality of sensory experience in the different sensory modalities. Several lines of empirical evidence are brought forward in support of the theory, in particular: evidence from experiments in sensorimotor adaptation, visual “filling in,” visual stability despite eye movements, change blindness, sensory substitution, and color perception.
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1. Introduction

1.1. The puzzle of visual experience

What is visual experience and where does it occur?

It is generally thought that somewhere in the brain an internal representation of the outside world must be set up which, when it is activated, gives us the experience that we all share of the rich, three-dimensional, colorful world. Cortical maps – those cortical areas where visual information seems to be retinotopically organized – might appear to be good candidates for the locus of perception.

Cortical maps undoubtedly exist, and they contain information about the visual world. But the presence of these maps and the retinotopic nature of their organization cannot in itself explain the metric quality of visual phenomenology. Nor can it explain why activation of cortical maps should produce visual experience. Something extra would appear to be needed in order to make excitation in cortical maps provide, in addition, the subjective impression of seeing.

A number of proposals have come forth in recent years to suggest how this might come about. For example, it has been suggested, from work with blindsight patients, that consciousness in vision may derive from a “commentary” system situated somewhere in the fronto-limbic complex (taken to include the prefrontal cortex, insula and claustrum; cf. Weiskrantz 1997, p. 226). Crick and Koch (1990),
Llinas and Ribary (1993), Singer (1993), and Singer and Gray (1995) suggest that consciousness might be correlated with particular states of the brain involving coherent oscillations in the 40–70 Hz range, which would serve to bind together the perceptions pertaining to a particular conscious moment. Penrose (1994) and Hameroff (1994) suggest that the locus of consciousness might be a quantum process in neurons’ microtubules. Edelman (1989) holds that re-entrant signaling between cortical maps might give rise to consciousness. A variety of other possibilities that might constitute the “neural correlate of consciousness” has been compiled by Chalmers (1996b).

A problem with proposals of this kind is that they do little to elucidate the mystery of visual consciousness (as pointed out by, for example, Chalmers 1996b). For even if one particular mechanism – for example, coherent oscillations in a particular brain area – were proven to correlate perfectly with behavioral measures of consciousness, the problem of consciousness would simply be pushed back into a deeper hiding place: the question would now become, why and how should coherent oscillations ever generate consciousness? After all, coherent oscillations are observed in many other branches of science, where they do not generate consciousness. And even if consciousness is assumed to arise from some new, previously unknown mechanism, such as quantum-gravity processes in tubules, the puzzle still remains as to what exactly it is about tubules that allows them to generate consciousness, when other physical mechanisms do not.

1.2. What are sensory modalities?

In addition to the problem of the origin of experience discussed in the preceding paragraphs, there is the problem of differences in the felt quality of visual experience. Why is the experience of red more like the experience of pink than it is like that of black? And, more generally, why is seeing red very different from hearing a sound or smelling a smell?

It is tempting to think that seeing red is like seeing pink because the neural stimulation going on when we see something red is similar to that underlying our perception of pink: almost the same ratios of long, medium and short wavelength photoreceptors will be stimulated by red and pink. But note that though this seems reasonable, it does not suffice: there is no a priori reason why similar neural processes should generate similar percepts. If neural activity is just an arbitrary code, then an explanation is needed for the particular sensory experience that will be associated with each element of the code. Why, for example, should more intense neural activity provoke more intense experiences? And what exactly is the mapping function: is it linear, logarithmic, or a power function? And why is it one of these rather than another? Even these questions leave open the more fundamental question of how a neural code could ever give rise to experience at all.

Not very much scientific investigation has addressed this kind of question. Most scientists seem satisfied with some variant of Müller’s (1838) classic concept of “specific nerve energy.” Müller’s idea, in its modern form, amounts to the claim that what determines the particularly visual aspect of visual sensations is the fact that these sensations are transmitted by specific nerve pathways (namely, those originating in the retina and not in the cochlea) that project to particular cerebral regions (essentially, cortical area V1). It is certainly true that retinal influx comes together in relatively circumscribed areas of the brain, and that this may provide an architectural advantage in the neural implementation of the calculations necessary to generate visual-type sensations. But what is it about these pathways that generates the different sensations? Surely the choice of a particular sub-set of neurons or particular cortical regions cannot, in itself, explain why we attribute visual rather than auditory qualities to this influx. We could suppose that the neurons involved are of a different kind, with, say, different neurotransmitters, but then why and how do different neurotransmitters give rise to different experiences? We could say that the type of calculation done in the different cortical areas is different, but then we must ask, how could calculations ever give rise to experience? The hard work is left undone. Much still needs to be explained.

1.3. An alternative approach: The sensorimotor contingency theory

The present paper seeks to overcome the difficulties described above by adopting a different approach to the problem of visual experience. Instead of assuming that vision consists in the creation of an internal representation of the outside world whose activation somehow generates visual experience, we propose to treat vision as an exploratory activity. We then examine what this activity actually consists in. The central idea of our new approach is that vision is a mode of exploration of the world that is mediated by knowledge of what we call sensorimotor contingencies. We show that problems about the nature of visual consciousness, the qualitative character of visual experience, and the difference between vision and other sensory modalities, can now, from the new standpoint, all be approached in a natural way, without appealing to mysterious or arcane explanatory devices.

2. The structure of vision

As stated above, we propose that vision is a mode of exploration of the world that is mediated by knowledge, on the part of the perceiver, of what we call sensorimotor contingencies. We now explore this claim in detail.

2.1. Sensorimotor contingencies induced by the visual apparatus

Imagine a team of engineers operating a remote-controlled underwater vessel exploring the remains of the Titanic, and imagine a villainous aquatic monster that has interfered with the control cable by mixing up the connections to and from the underwater cameras, sonar equipment, robot arms, actuators, and sensors. What appears on the many screens, lights, and dials, no longer makes any sense, and the actuators no longer have their usual functions. What can the engineers do to save the situation? By observing the structure of the changes on the control panel that occur when they press various buttons and levers, the engineers should be able to deduce which buttons control which kind of motion of the vehicle, and which lights correspond to information deriving from the sensors mounted outside the vessel, which indicators correspond to sensors on the vessel’s tentacles, and so on.
There is an analogy to be drawn between this example and the situation faced by the brain. From the point of view of the brain, there is nothing that in itself differentiates nervous influx coming from retinal, haptic, proprioceptive, olfactory, and other senses, and there is nothing to discriminate motor neurons that are connected to extraocular muscles, skeletal muscles, or any other structures. Even if the size, the shape, the firing patterns, or the places where the neurons are localized in the cortex differ, this does not in itself confer them with any particular visual, olfactory, motor or other perceptual quality.

On the other hand, what does differentiate vision from, say, audition or touch, is the structure of the rules governing the sensory changes produced by various motor actions, that is, what we call the sensorimotor contingencies governing visual exploration. Because the sensorimotor contingencies within different sensory domains (vision, audition, smell, etc.) are subject to different (in)variance properties, the structure of the rules that govern perception in these different modalities will be different in each modality.

A first law distinguishing visual percepts from perception in other modalities is the fact that when the eyes rotate, the sensory stimulation on the retina shifts and distorts in a very particular way, determined by the size of the eye movement, the spherical shape of the retina, and the nature of the ocular optics. In particular, as the eye moves, contours shift and the curvature of lines changes. For example, as shown in Figure 1, if you are looking at the midpoint of a horizontal line, the line will trace out a great arc on the inside of your eyeball. If you now switch your fixation point upwards, the curvature of the line will change; represented on a flattened-out retina, the line would now be curved. In general, straight lines on the retina distort dramatically as the eyes move, somewhat like an image in a distorting mirror.

Similarly, because of the difference in sampling density of the retinal photoreceptors in central and in peripheral vision, the distribution of information sensed by the retina changes drastically, but in a lawful way, as the eyes move. When the line is looked at directly, the cortical representation of the straight line is fat in the middle and tapers off to the ends. But when the eye moves off the line, the cortical representation peters out into a meager, banana-like shape, and the information about color is radically undersampled, as shown in the bottom right hand panel of Figure 1. Another law that characterizes the sensorimotor contingencies that are particular to visual percepts is the fact that the flow pattern on the retina is an expanding flow when the body moves forwards, and contracting when the body moves backwards. Visual percepts also share the fact that when the eyes close during blinks, the stimulation changes drastically, becoming uniform (i.e., the retinal image goes blank).

In contrast to all these typically visual sensorimotor contingencies, auditory sensorimotor contingencies have a different structure. They are not, for example, affected by eye movements or blinks. They are affected in special ways by head movements: rotations of the head generally change the temporal asynchrony between left and right ears. Movement of the head in the direction of the sound source mainly affects the amplitude but not the frequency of the sensory input.

We therefore suggest that a crucial fact about vision is that visual exploration obeys certain laws of sensorimotor contingency. These laws are determined by the fact that the exploration is being done by the visual apparatus.

In summary: the sensorimotor contingencies discussed in this section are related to the visual apparatus and to the way three-dimensional objects present themselves to the visual apparatus. These sensorimotor contingencies are distinctive of the visual sense modality, and differ from the sensorimotor contingencies associated with other senses.

2.2. Sensorimotor contingencies determined by visual attributes

Real objects have properties such as size, shape, texture, and color, and they can be positioned in the three-dimensional world at different distances and angles with respect to an observer. Visual exploration provides ways of sampling
these properties which differs from sampling via other senses. What characterizes the visual mode of sampling object properties are such facts as that the retinal image of an object only provides a view of the front of an object, and that when we move around it, parts appear and disappear from view; and that we can only apprehend an object from a definite distance, so that its retinal projection has a certain size that depends on distance. Other characteristics of visual exploration of objects derive from the fact that color and brightness of the light reflected from an object change in lawful ways as the object or the light source or the observer move around, or as the characteristics of the ambient light change.

On the other hand, tactile exploration of an object, even though it may be sampling the same objective properties, obeys different sensorimotor contingencies: you do not touch an object from a “point of view” – your hand can often encompass it more or less completely for example, and you don’t apprehend it from different distances; its tactile aspect does not change with lighting conditions.

There is thus a subset of the sensorimotor contingencies that are engendered by the constraints of visual-type exploration, and which corresponds to visual attributes of sensed objects.

Note that unlike the sensorimotor contingencies that are visual-modality related, the sensorimotor contingencies that are visual-attribute related do, nonetheless, have strong links to the tactile sense: this is because attributes of three dimensional objects can also sometimes be apprehended via the tactile exploratory mode, where they present themselves as tactile shape, texture, size, distance. As shown eloquently by Piaget’s work, the observer’s conception of space dimensionals objects can also sometimes be apprehended from view; and that we can only apprehend an object from a definite distance, so that its retinal projection has a certain size that depends on distance. Other characteristics of visual exploration of objects derive from the fact that color and brightness of the light reflected from an object change in lawful ways as the object or the light source or the observer move around, or as the characteristics of the ambient light change.

On the other hand, tactile exploration of an object, even though it may be sampling the same objective properties, obeys different sensorimotor contingencies: you do not touch an object from a “point of view” – your hand can often encompass it more or less completely for example, and you don’t apprehend it from different distances; its tactile aspect does not change with lighting conditions.

To localize an object simply means to represent to oneself the movements that would be necessary to reach it. It is not a question of representing the movements themselves in space, but solely of representing to oneself the muscular sensations which accompany these movements and which do not presuppose the existence of space. (Poincaré 1905, p. 47)

A good illustration of sensorimotor contingencies associated with one particular kind of visual attribute, namely, visual shape, can be obtained from the records of patients whose vision has been restored after having been born blind with congenital cataract (cf. reviews by Gregory 1973; Jean-nerod 1975; Morgan 1977). One such patient, cited by Helmholtz (1909/1925), is surprised that a coin, which is round, should do drastically change its shape when it is rotated (becoming elliptical in projection). The fact that objects also drastically change in extent as a function of distance is poignantly illustrated by the case of a 13–14 year old boy treated by Cheseldon (1728; cited by Morgan 1977, p. 20):

Being shewn his father’s picture in a locket at his mother’s watch, and told what it was, he acknowledged a likeness, but was vastly surpriz’d, asking, how it could be, that a large face could be express’d in so little room, saying, it should have seem’d as impossible to him, as to put a bushel of any thing into a pint.

These examples make us realize how second nature it is for people with normal vision to witness the perspective changes that surfaces undergo when they are shifted or tilted, or when we move with respect to them. The idea we wish to suggest here is that the visual quality of shape is precisely the set of all potential distortions that the shape undergoes when it is moved relative to us, or when we move relative to it. Although this is an infinite set, the brain can abstract from this set a series of laws, and it is this set of laws which codes shape.

Another example of how sensorimotor contingencies can be used as indicators of visual attributes is illustrated in an aspect of Figure 1 we have not yet mentioned. We saw in the introduction that movement of the eye away from a line creates a very strong distortion in its cortical and retinal representation. Under the classical view of what shape perception requires, it would be necessary to postulate that in order to see lines as straight despite eye movements, a transformation mechanism would have to exist that compensates for these distortions. This mechanism would take the cortical representation illustrated in the bottom right of the figure, and transform it so the two dissimilar packets of stimulated neurons shown in the figure now look identical.

There would additionally have to be another cortical locus where this new, corrected representation was projected. The view presented here does away with these unnecessary steps.

Consider the following fact: if the eye moves along the straight line instead of perpendicularly to it, the set of photoreceptors on the retina which are stimulated does not change, since each photoreceptor that was on the image of the line before the eye moves is still on the image after the eye moves. This is due to an essential property of lines – they are self-similar under translation along their length (we assume, for simplicity, that the line is infinite in length).

Since exactly the same photoreceptors are being stimulated before and after eye movement along the line’s length, the cortical representation of the straight line is therefore identical after such a movement: there is this time no distortion at all. Another interesting fact is that the argument we have just made is totally independent of the code used by the brain to represent the straight line. Even if the optic nerve had been scrambled arbitrarily, or if the retina were corrugated instead of spherical, thereby causing the image of the line to be wiggly instead of straight, or if the eye’s optics gave rise to horrendous distortions, movement of the eye along the line would still not change the pattern of cortical stimulation. We see that this particular law of sensorimotor invariance is therefore an intrinsic property of straight lines, and is independent of the code used to represent them. Platt (1960) has extended such considerations to other geometrical invariants, and Koenderink (1984a) has considered the more general, but related problem of how spatiotemporal contingencies in the neural input can be used to deduce intrinsic geometrical properties independently of the code by which they are represented.

In general, it will be the case that the structure of the laws abstracted from the sensorimotor contingencies associated with flat, concave, and convex surfaces, corners, and so on, will be a neural-code-independent indication of their different natures. In relation to this, some psychophysical work is being done; for example, to determine the respective importance, in determining shape, of cues derived from changes caused by movement of the object versus movement of the observer (e.g., Cornilleau-Peres & Droulez 1994; Dijkstra et al. 1995; Rogers & Graham 1979; Rogers & Rogers 1992). Nonetheless, though it is inherent in the approaches of a number of researchers (cf. sect. 3.3), the idea that the laws of sensorimotor contingency might actually constitute the way the brain codes visual attributes
has not so far been greatly developed in the literature. However, this idea is essential in the present theory.

2.3. Sensation and perception

Psychologists interested in perception have traditionally distinguished between sensation and perception. While it is difficult to make this distinction precise, perhaps its central point is to differentiate between the way the senses are affected by stimuli (sensation) and the results of categorization of objects and events in the environment (perception).

It is worthwhile to note that our distinction between two different classes of sensorimotor contingency roughly corresponds to this distinction between sensation and perception. Sensorimotor contingencies of the first sort – those that are determined by the character of the visual apparatus itself – are independent of any categorization or interpretation of objects and can thus be considered to be a fundamental, underlying aspect of visual sensation. Sensorimotor contingencies of the second sort – those pertaining to visual attributes – are the basis of visual perception.

In this way we can interpret the present theory as attempting to do justice to one of the working doctrines of traditional visual theory.

2.4. Perceivers must have mastery of patterns of sensorimotor contingency

Consider a missile guidance system allowing a missile to home in on an enemy airplane. As the missile zigzags around to evade enemy fire, the image of the target airplane shifts in the missile’s sights. If the missile turns left, then the image of the target shifts to the right. If the missile slows down, the size of the image of the airplane decreases in a predictable way. The missile guidance system must adequately interpret and adapt to such changes in order to track the target airplane efficiently. In other words, the missile guidance system is “tuned to” the sensorimotor contingencies that govern airplane tracking. It “knows all about” or “has mastery over” the possible input/output relationships that occur during airplane tracking.

Now consider what happens when the missile guidance system is out of order. The visual information is being sampled by its camera, it is getting into the system, being registered, but it is not being properly made use of. The missile guidance system no longer has mastery over airplane tracking.

We suggest that vision requires the satisfaction of two basic conditions. First, the animal must be exploring the environment in a manner that is governed by the two main kinds of sensorimotor contingencies (those fixed by the visual apparatus, and those fixed by the character of objects). Second, the animal, or its brain, must be “tuned to” these laws of sensorimotor contingencies. That is, the animal must be actively exercising its mastery of these laws.

Note that the notion of being tuned, or having mastery, only makes sense within the context of the behavior and purpose of the system or individual in its habitual setting. Consider again the missile guidance system. If exactly the same system was being used for a different purpose, say, for example, as an attraction in a fun fair, it might well be necessary for the system to have a different behavior, with scary lunges and strong acceleration and deceleration which would be avoided in a real system. Thus, “mastery” of the sensorimotor contingencies might now require a different set of laws. In fact even the out-of-order missile guidance system has a kind of ineffectual mastery of its sensorimotor contingencies.

2.5. Important upshot: A sensory modality is a mode of exploration mediated by distinctive sensorimotor contingencies

The present view is able to provide an account of the nature and difference among sensory modalities. In the introduction we stressed the deficiencies of Müller’s (1838) view as well as of its modern adaptation, according to which it is supposed that what determines the differences between the senses is some inherent characteristic of the neural pathways that are involved: this view requires postulating some special extra property which differentiates the neural substrate of these pathways, or some special additional mechanism, whose nature then stands in need of further (and for now at least unavailable) explanation. The present approach obviates this difficulty by saying that what differentiates the senses are the laws obeyed by the sensorimotor contingencies associated with these senses. Hearing and audition are both forms of exploratory activity, but each is governed by different laws of sensorimotor contingency. Just as it is not necessary to postulate an intrinsic “essence” of horseriding to explain why it feels different from motorcycling, it is similarly unnecessary to postulate a Müller-type specific nerve energy to account for the difference between vision and other senses.

The sensory modalities, according to the present proposal, are constituted by distinct patterns of sensorimotor contingency. Visual perception can now be understood as the activity of exploring the environment in ways mediated by knowledge of the relevant sensorimotor contingencies. And to be a visual perceiver is, thus, to be capable of exercising mastery of vision-related rules of sensorimotor contingency.

We shall see that this approach, in which vision is considered to be a law-governed mode of encounter with the environment, opens up new ways of thinking about phenomena such as synesthesia, the facial vision of the blind, and, in particular, tactile visual sensory substitution, where apparently visual experience can be obtained through arrays of vibrators on the skin.

2.6. Visual awareness: Integrating sensorimotor contingencies with reasoning and action-guidance

Thus far we have considered two important aspects of vision: the distinctively visual qualities that are determined by the character of the sensorimotor contingencies set up by the visual apparatus; and the aspect which corresponds to the encounter with visual attributes, that is, those features which allow objects to be distinguished visually from one another. These two aspects go some way towards characterizing the qualitative nature of vision.

We now turn to a third important aspect of vision, namely, visual awareness.

Suppose you are driving your car and at the same time talking to a friend. As you talk, the vista in front of you is impinging upon your eyes. The sky is blue, the car ahead of you is red, there is oncoming traffic, and so on. Your brain is tuned to the sensorimotor contingencies related to these aspects of the visual scene. In addition, some of these sen-
sorimotor contingencies are also being used to control your driving behavior, since you are continuously adjusting your steering and adapting your speed to the moment-to-moment changes in the road and the traffic. But, since you are talking to your friend, you do not attend to most of these things. You do not notice that the car ahead is red, you do not think about the sky being blue; you just drive and talk to your friend.

You lack, as we shall say, visual awareness of many of the aspects of the visual scene. For those scene aspects, you are no different from an automatic pilot controlling the flight of an airplane. Your behavior is regulated by the appropriate sorimotor contingencies, but you remain visually unaware of the associated aspects of the scene.

But if you should turn your attention to the color of the car ahead of you, and think about it, or discuss it with your friend, or use the knowledge of the car's color to influence decisions you are making, then, we would say, you are aware of it. For a creature (or a machine for that matter) to possess visual awareness, what is required is that, in addition to exercising the mastery of the relevant sorimotor contingencies, it must make use of this exercise for the purposes of thought and planning.

When you not only visually track an environmental feature by exercising your knowledge of the relevant sorimotor contingencies, but in addition integrate this exercise of mastery of sorimotor contingencies with capacities for thought and action-guidance, then you are visually aware of the relevant feature. Then, we say, you see it.

Consider an important point about this view of what visual awareness is, namely that our possession of it is a matter of degree. In particular, in our view, all seeing involves some degree of awareness, and some degree of unawareness. For example, if you were to probe an unaware driver waiting at the light, there would probably be some aspects of the red light that were at least indirectly being integrated into the driver's current action-guidance, rational reflection, and speech. Perhaps, though not noticing the light's redness, the fact that the light was red may make him realize that he was going to be late. Or, though not noting that the light was red, the driver could be noting that it was difficult to see because the sky was too bright. On the other hand, even the driver who was aware of seeing the red light may not have been aware of all its aspects, for example, that the shape of the light was different from usual. A visual stimulus has a very large (perhaps infinite) number of attributes, and only a small number can at any moment be influencing one's action-guidance, rational reflection, and speech behavior.

A further important fact about this account of visual awareness is that it treats awareness as something nonmagical. There is no need to suppose that awareness and seeing are produced by the admixture of some mysterious additional element. To see is to explore one's environment in a way that is mediated by one's mastery of sorimotor contingencies, and to be making use of this mastery in one's planning, reasoning, and speech behavior.

### 2.7. Visual consciousness and experience: Forms of awareness

It may be argued that there is still something missing in the present account of vision, namely, an explanation of visual consciousness, or of the phenomenal experience of vision.

Although there is a great deal of disagreement among philosophers about these notions, there is broad consensus, first, that seeing involves experience in the sense that there is something it is like to see, and second, that it is somehow mysterious how we can possibly explain this subjective character of experience, or, as it is sometimes put, the "raw feel" or the "qualia" of vision, in neural or other physical terms. Is there any reason to believe the sensorimotor contingency approach can succeed here where others have failed?

We will return to some of these issues in section 6 of this paper. For now, let us note that the present sensorimotor contingency framework would seem to allow for the explanation and clarification, and certainly, for the scientific study of a good deal of what makes for the subjective character of experience. Thus, one important dimension of what it is like to see is fixed by the fact that there is a lawful relation of dependence between visual stimulation and what we do, and this lawful relation is determined by the character of the visual apparatus. A second crucial feature that contributes to what it is like to see is the fact that objects, when explored visually, present themselves to us as provoking sensorimotor contingencies of certain typically visual kinds, corresponding to visual attributes such as color, shape, texture, size, hidden and visible parts. Together, these first two aspects of seeing, namely, the visual-apparatus-related sensorimotor contingencies and the visual-object-related sensorimotor contingencies, are what make vision visual, rather than, say, tactile or auditory. Once these two aspects are in place, the third aspect of seeing, namely, visual awareness, would seem to account for just about all the rest of what goes into making up the character of seeing. For, visual awareness is precisely the availability of the kinds of features and processes making up the first two aspects for the purposes of control, thought, and action.

As said, the question of visual experience and consciousness is extremely controversial, and we will defer further discussion of our view until section 6.

### 3. Refinements of the view

Vision, we argue, requires knowledge of sensorimotor contingencies. To avoid misunderstanding, it is necessary to discuss this claim in greater detail.

#### 3.1. Knowledge of sensorimotor contingencies is a practical, not a propositional form of knowledge

Mastery of the structure of the rules is not something about which we (in general) possess propositional knowledge. For example, we are not able to describe all the changes that a convex surface should suffer, or the distortions that should occur, upon moving our eyes to all sorts of positions on the surface, or when we move or rotate it. Nevertheless, our brains have extracted such laws, and any deviation from the laws will cause the percept of the surface's shape to be modified. Thus, for example, our brains register the fact that the laws associated with normal seeing are not being obeyed when, for example, we put on a new pair of glasses with a different prescription: for a while, distortions are seen when the head moves (because eye movements provoke displacements of unusual amplitudes); or when we look into a fish tank (now moving the head produces unusual kinds
of distortions), or dream or hallucinate (now blinking, for instance, has no effect). Our impression in such cases is that, then, something unusual is happening.

### 3.2. Mastery must be currently exercised

Another important condition that we need to impose for sensorimotor contingencies to properly characterize vision, is that the mastery of laws of sensorimotor contingency be exercised now. The reason we need this condition is the following.

Over the course of life, a person will have encountered myriad visual attributes and visual stimuli, and each of these will have particular sets of sensorimotor contingencies associated with it. Each such set will have been recorded and will be latent, potentially available for recall: the brain thus has mastery of all these sensorimotor sets. But when a particular attribute is currently being seen, then the particular sensorimotor contingencies associated with it are no longer latent, but are actualized, or being currently made use of.

In the language of the missile guidance system: the system may have stored programs that are applicable to the task of following different kinds of planes with different speed and turning characteristics. All these programs are latent, and the system has mastery of them all. But it is only when the system is following a particular type of plane, that it invokes and follows the particular recipe for that plane.

Again: among all previously memorized action recipes that allow you to make lawful changes in sensory stimulation, only some are applicable at the present moment. The sets that are applicable now are characteristic of the visual attributes of the object you are looking at, and their being currently exercised constitutes the fact of your visually perceiving that object.

### 3.3. Historical note: Relation to other similar ideas

Consider the following analogy with haptic perception, suggested by MacKay (1962; 1967; 1973). Suppose you are a blind person holding a bottle with your hand. You have the feeling of holding a bottle, you feel the bottle. But what sensations do you really have? Without slight rubbing of the skin, tactile information is considerably reduced, and even temperature sensation will, through adaptation of the receptors, disappear after you have held the bottle for a while.

In fact therefore, you may well have very little sensory stimulation coming from the bottle at the present instant. Yet, you actually have the feeling of “having a bottle in your hand” at this moment. This is because your brain is “tuned” to certain potentialities: if you were to slide your hand very slightly, a change would come about in the incoming sensory signals which is typical of the change associated with the smooth, sliding surface of glass. Furthermore, if you were to move your hand upwards, the size of what you are encompassing with your hand would diminish (because you are moving onto the bottle’s neck), and if you were to move downwards, your tactile receptors would respond to the roughness coming from the transition from glass to the paper label.

MacKay suggests that seeing a bottle is an analogous state of affairs. You have the impression of seeing a bottle if there is knowledge in your nervous system concerning a certain web of contingencies. For example, you have knowledge of the fact that if you move your eyes up towards the neck of the bottle, the sensory stimulation will change in a way typical of what happens when a narrower region of the bottle comes into foveal vision; you have knowledge expressing the fact that if you move your eyes downwards, the sensory stimulation will change in a way typical of what happens when the white label is fixated by central vision. Similarly, notions of an object created by manual manipulation can be part of what visually differentiates objects from one another. Unlike a bottle, an object like a pitcher with a handle can be rotated and the handle made to appear and disappear behind the body of the pitcher. It is the possibility of doing this which is indicative of the fact that this is a pitcher and not a bottle. The visual nature of pitchers involves the knowledge that there are things that can be done to them which make a protrusion (the handle) appear and disappear.

Ryle (1949/1990) has made similar points. He says of a person contemplating a thimble:

Knowing how thimbles look, he is ready to anticipate, though he need not actually anticipate, how it will look, if he approaches it, or moves away from it; and when, without having executed any such anticipations, he does approach it, or move away from it, it looks as he was prepared for it to look. When the actual glimpses of it that he gets are got according to the thimble recipe, they satisfy his acquired expectation-propsensities; and this is his espying the thimble. (p. 218)

Other authors have, over the last decades, expressed similar views. Hochberg (1968, p. 323), for example, in the context of his notion of schematic maps, refers to: “the program of possible samplings of an extended scene, and of contingent expectancies of what will be seen as a result of those samplings,” and Sperry (1952) has the notion of “implicit preparation to respond.” These ideas are also related to Neisser’s (1976) perceptual cycle, to Noton and Stark’s (1971) “scaphath” theory, and were also put forward in O’Regan (1992) in relation to the notion of the “world as an outside memory.” Although, as noted by Wagemans and de Weert (1992), Gibson’s notion of “affordance” (see Gibson 1982b; Kelso & Kay 1987; Turvey et al. 1981) is sometimes considered “mystical,” it is undoubtedly strongly related to our present approach (on this, see Noé 2002). The importance of action in perception has been stressed by Paillard (1971; 1991) and Berthoz (1997). Similar notions have also been found useful in “active vision” robotics (Ballard et al. 1997; Brooks 1987; 1991). Thomas (1999), in an excellent review, has advocated an “active perception” approach to perception and visual imagery, which corresponds very closely to our second, object-related type of sensorimotor contingency.

Another related viewpoint is to be found in the work of Maturana and Varela (1987/1992). Maturana and Varela also emphasize the importance of sensorimotor coupling for understanding the structure of the animal’s cognitive and perceptual capacities, as well as for understanding the organization of the nervous system. Varela et al. (1991) present an “enactive conception” of experience according to which experience is not something that occurs inside the animal, but is something the animal enacts as it explores the environment in which it is situated (see also Noé et al. 2000; Pessoa et al. 1998; Thompson 1995; Thompson et al. 1992). A related approach has been put forward by Javélehto (1998a; 1998b; 1999; 2000), who, in a series of articles with an approach very similar to ours, stresses that perception is activity of the whole organism-environment system.
All these views of what it is to see – particularly MacKay's and Ryle's, – are based on the same notion of sensorimotor contingency that is so central to the view we are proposing in the present article. MacKay's work, especially, was the main source of inspiration of our theory. However, it should be emphasized that our view contains several novel elements not to be found in the works of these authors.

The first point we have stressed is that there is an important distinction to be made between the two classes of sensorimotor contingencies, those which are particular to the visual apparatus, and those which are particular to the way objects occupy three-dimensional space and present themselves to the eye. Most of the researchers cited in the previous paragraphs have been concerned mainly with the sensorimotor contingencies associated with visual object attributes. An exception may be the case of Gibson, who considered the more apparatus-related sensorimotor contingencies in different terms. In any case, it seems to us that it is mainly, though not exclusively, through these latter contingencies that we can give a principled account of the qualitative differences in the experienced phenomenology of the different sensory modalities, thereby providing a more principled alternative to Müller's notion of "specific nerve energy."

A second innovative point in our approach will become more evident in section 6. We shall see that by taking the stance that the experience of vision is actually constituted by a mode of exploring the environment, we escape having to postulate magical mechanisms to instill experience into the brain.  

4. The world as an outside memory

4.1. The world as an outside memory

Under the present theory, visual experience does not arise because an internal representation of the world is activated in some brain area. On the contrary, visual experience is a mode of activity involving practical knowledge about currently possible behaviors and associated sensory consequences. Visual experience rests on know-how, the possession of skills.

Indeed, there is no "re-presentation" of the world inside the brain: the only pictorial or 3D version required is the real outside version. What is required, however, are methods for probing the outside world – and visual perception constitutes one mode via which it can be probed. The experience of seeing occurs when the outside world is being probed according to the visual mode, that is, when the knowledge being accumulated is of the three kinds described above, that are typical of the visual modality.

Thus, as argued in O'Regan (1992), it could be said that the outside world acts as an external memory that can be probed at will by the sensory apparatus.

To further clarify this, it is useful to make the relation with normal memory. You know many things about where you live. But as you sit in your office, you may not be thinking about them. If you should start doing so, you can conjure up in your mind all manner of things. Each thing can be thought about in detail, but meanwhile, the other things, though latent, are not being thought about. As you think about your kitchen, your bedroom is not in your mind, though you can cause it to come to mind by merely thinking about it. Remembering is casting one's awareness onto parts of latent memories.

Similarly, seeing is casting one's awareness onto aspects of the outside world made available by the visual apparatus. As you look at a visual scene, you can interrogate yourself about different aspects of the scene. As soon as you do so, each thing you ask yourself about springs into awareness, and is perceived – not because it enters into a cortical representation, but because knowledge is now available about how sensations will change when you move your eyes, or move the object. However, before you actually wonder about some aspect of the scene, although the information is "out there," and although you know you can obtain it by making the appropriate eye movement or attention shift, it is not currently available. It is not currently available for being visually "chewed upon" or "manipulated," and cannot at this moment be used to control judgments and utterances: the third, "awareness" aspect of seeing is missing. Thus, even though the image of the object is impinging upon your retina, and even if its aspects are being analyzed by the feature-extracting modules of your visual system, under the current theory of seeing we must say that the object is not actually being seen.

As will be described in section 5, this way of thinking about vision brings with it a number of consequences about some classic problems related to the apparent stability of the visual world despite eye movements, and to the problem of "filling-in" or compensating for "imperfections" of the visual apparatus such as the blind spot. It also provided the impetus for the change-blindness experiments described in section 5.10.

4.2. The impression of seeing everything

A rather counter-intuitive aspect of the world-as-outside-memory idea, and the associated notion that there is no picture-like internal representation of the outside world, is that, in a certain sense, only what is currently being processed is being "seen." How then, – if at any moment only a small fragment of the world is actually being seen, – could we ever have that strong subjective impression that we continually have of seeing "everything"?

As pointed out by Noë et al. (2000) and Noë (2001), this paradox is actually only apparent, and rests on a misunderstanding of what seeing really is. It is true that normal perceivers take themselves to be aware of a detailed environment. But what this means is that they perceive the environment surrounding them as detailed. It does not mean that they think that inside their brains there is a detailed copy of the environment. It is only those perceivers – and there are many scientists among them – who make the mistake of thinking that "seeing" consists of making such a copy, who are led to think there is a problem.

Another way of understanding why our visual phenomenology is of seeing everything in front of us, derives from the fact that since the slightest flick of the eye or attention allows any part of a visual scene to be processed at will, we have the feeling of immediate availability of the whole scene. In other words, despite the fact that we are only currently processing a small number of details of the scene, under the present definition of seeing, we really are seeing the whole scene.

Suppose you should ask yourself, "Am I currently con-
sciously seeing *everything* there is to see in the scene? How could you check that you were seeing everything? You would check by casting your attention on each element of the scene, and verify that you have the impression of consciously seeing it. But obviously as soon as you do cast your attention on something, you see it. Conclusion, you will always have the impression of consciously seeing everything, since everything you check on, you see. There is an interesting and unfortunate consequence of this: If for some reason you should not be able to mentally attend to some aspect of the scene, you will not be able to consciously see it. Some empirical examples of this are given in sections 5.10–5.12.

One could make the amusing analogy, referred to by Thomas (1999), of the refrigerator light. It seems to be always on. You open the refrigerator: it’s on. You close the refrigerator, and then open it again to check, the light’s still on. It seems like it’s on all the time! Similarly, the visual field seems to be continually present, because the slightest flick of the eye, or of attention, renders it visible. Brooks (1991) has said that the world should be considered as its own best model, and Minsky (1988) has suggested the notion of “immanence illusion” in a similar vein.

### 4.3. Vividness through transients

In addition to the “slightest flick of attention” argument there is another, very important, factor which explains the particular vividness of the feeling we have of a rich external visual presence. The visual system is particularly sensitive to visual transients (Breitmeyer & Ganz 1976; Stelmach et al. 1984; Tolhurst 1975). When a visual transient occurs, an automatic, “alerting” or “attention-grabbing” mechanism appears to direct processing to the location where the transient occurred (Theeuwes 1991; Yantis 1998). This means that should anything happen in the environment, we will generally consciously see it, since processing will be directed to it. This gives us the impression of “having tabs” on everything that might change, and so, of consciously seeing everything. Were there not the attention-grabbing mechanism, our visual impression would be more similar to the impression we have when we stand with our backs to a precipice: we keenly feel it is there, we know that we can turn and see more of the precipice, but the feeling of presence is much less vivid than when we are actually looking into the precipice. The knowledge of having tabs on any change that might occur in the visual field – the fact that we know any change will attract our attention, – is another thing that makes the “outside memory” providing vision different from other forms of memory. For, any change in the visual field is immediately visible to you; whereas if, say, a Latin noun drops out of your memory overnight, no whistle will blow to let you know!

### 4.4. Dreaming and mental imagery

It is often claimed that dreaming, or other types of mental imagery, provide a counterexample to our denial that the brain must represent what is seen. Since dreams and mental images are apparently pictorial in nature, this seems to show that we are, after all, capable of creating an internal iconic image. Penfield’s classic observations (e.g., Penfield & Jasper 1954) of visual memories being created by stimul-

ulation of visual cortex might also be thought to indicate that there are internal pictorial representations.

It is easy to be misled by these arguments, which for some reason are peculiarly compelling. But it is important to appreciate that they are misleading. Whether dreams, hallucination, or normal vision are at stake, these arguments are another instance of the error of thinking that when we see things as picture-like (be it when we look at reality or when we have a dream), this must be because there is some kind of internal picture. But this is as misguided as the supposition that to see red, there must be red neurons in the brain. The supposed fact that things appear pictorial to us in no way requires there to be pictures in the head. Therefore, the fact that we dream, hallucinate, and imagine does not provide evidence in favor of the view that the brain contains pictures of the detailed environment.

A corollary of this confusion about dreams and mental imagery is the idea, expressed by a number of authors (e.g., Farah 1989; Kosslyn 1984; Zeki 1993) that feedback from higher brain areas into the retinotopic cortical map of area V1 would be a good way of creating mental imagery. This argument is somewhat misleading. It could be taken to be based on the implicit assumption that mental imagery occurs because of activation in V1; the topographic, metric layout of V1 would make it a good candidate for the cortical areas that possess what Zeki (1993) has called an “experiential” quality – that is, the capacity to generate experience. But again, the metric quality of V1 cannot in any way be the cause for the metric quality of our experience. It is as though, in order to generate letters on one’s screen, the computer had to have little letters floating around in its electronics somewhere.

There may also be a second confusion at work in the argument from dreaming that we are considering. We have already noted that it does not follow from the fact that dreams are pictorial that, when we dream, there are pictures in the head. But do we really have reason to believe that dreams are pictorial? People certainly do say that they are. But does this give us reason to believe it is so? Just as we have observed that the idea that seeing is pictorial reflects a kind of naïve phenomenology of vision, it may very well be that the claim that dreaming is pictorial is similarly ill-founded phenomenologically. Certainly it is not the case that when we dream, it is as if we were looking at pictures. A hallmark of dream-like experiences is the unstable and seemingly random character of dreamt detail. For example, the writing on the card is different every time you look at it in the dream. This suggests that without the world to serve as its own external model, the visual system lacks the resources to hold an experienced world steady.

### 4.5. Seeing without eye movements

Under the theory presented here, seeing involves testing the changes that occur through eye, body, and attention movements. Seeing without such movements is, under the theory, a subspecies of seeing: an exception. This would appear to be a rather dissident claim, given that psychologists studying visual perception have devoted a significant part of their energy precisely to the use of tachistoscopic stimulus presentation techniques, where stimuli are displayed for times shorter than the saccadic latency period of about 150 msec required for an eye movement to occur. Indeed, the
studies show that observers are perfectly able to see under these conditions. For example, Potter (1976), in now classic experiments, showed that observers could pick out a target picture in a series of pictures presented at rates as fast as one picture every 125 msec. Thorpe et al. (1996) refined Potter's technique and showed by using event-related EEG potentials, that 150 msec after a stimulus is presented, that is, without any eye movement occurring, there is already information available in the cortex allowing the presence of an animal in a picture to be ascertained.

But because highly familiar stimuli (like words or animals) are used in these experiments, observers may be making use of a few distinctive features available in the images in order to accomplish the task. As argued by Neisser (1976), it probably cannot be said that observers are “seeing” the pictures in the normal sense of the word. As an illustration, consider an experiment we performed in which observers were asked to learn to distinguish three previously unknown symbols resembling Chinese characters (Nazir & O'Regan 1990). These were presented under the control of a computer linked to an eye movement measuring device. In the experiment, conditions were arranged so that observers could contemplate each Chinese symbol with their eyes fixated at the middle of the symbol, but as soon as the eyes moved, the symbol would disappear. Observers found this procedure extremely disrupting and irritating, and, contrary to what happens when the eye is free to move, hundreds of trials were necessary before they were able to distinguish the symbols. Furthermore, once the task was learnt, observers often failed when asked to recognize the learnt patterns at a new retinal location, only as little as half a degree away from the learnt position. Schlingensiepen et al. (1986) also found that without eye movements, observers had difficulty distinguishing patterns composed of arrays of random black and white squares; and Atkinson et al. (1976) showed by using an after-image technique that it is impossible to count more than four dots that are fixed with respect to the retina: a rather surprising fact. In a task of counting assemblies of debris-like pixel clumps, Kowler and Steinman (1977) found that observers had difficulties when eye movements were not permitted. Because the stimuli used in these experiments were well above the acuity limit, the results are not explicable by acuity drop-off in peripheral vision. Even though a portion of the results may be due to lateral interaction effects (e.g., Toet & Levi 1992), it seems clear that observers are not at ease when doing a recognition task where eye movements are prohibited. It is like factually trying to recognize an object lain on your hand without manipulating it.

A further suggestion of the need for visual exploration concerns the phenomenon of fading that occurs when the retinal image is immobilized artificially by use of an optical stabilization device. Under these circumstances a variety of perceptual phenomena occur, ranging from loss of contrast, to fragmentation, to the visual field becoming gray or “black” (Ditchburn 1973; Gerrits 1967). A portion of these phenomena can undoubtedly be accounted for in terms of the temporal response of the first stages of the visual system. Kelly (1982), for example, has suggested that detectors sensitive to oriented lines such as those discovered by Hubel and Wiesel actually are silent unless the oriented line stimulation is temporally modulated. Laming (1986; 1988) has stressed that neural transmission of external stimulation is always differentially coupled, so that, for example, the response of the retina to static stimulation is weak, and temporal modulation is necessary for optimal response (see also Arend 1973; Gerrits 1978; Kelly 1981; Krauskopf 1963).

From the point of view of the present theory, these phenomena are compatible with the idea that sensing of the visual world is a dynamic probing process. It could be that even the presence of a static external stimulus is not registered by a static sensory input, but by the dynamic pattern of the inputs that would potentially be produced by changes in the sensor position.

4.6. Why we don’t see behind ourselves, but we do see partially occluded objects

Consider objects behind you, or in a box on your desk. Though you know that turning around or opening the box will cause certain changes in your sensory stimulation, some of which are indeed visual in nature, you do not have the feeling of seeing things behind you or in the box. The reason is that while the objects are behind you or in the box, the knowledge you have does not include certain essential visual aspects, namely, the knowledge that, say, blinking or moving your eyes will modify the sensations in a way typical of things that you see.

On the other hand, closer to normal seeing, consider an object which is partially occluded by another object. As you move your head, previously occluded parts appear, and previously occluded parts may disappear behind the occluder. This ability to make parts of the occluded object appear and disappear is similar to the ability to make objects appear and disappear by blinking, or to make their retinal projections change by moving the eye towards and away from them. This kind of ability is typical of what it is to see, so, even though the object is partially occluded, you nevertheless have the impression of seeing it, or at least “almost” seeing it. Furthermore, if you suddenly close your eyes and ask yourself exactly how much of the object was actually visible just before you closed your eyes, you will not generally know, and indeed, as suggested by results of Intraub and Richardson (1989), you will generally think you saw more than you did (see Fig. 2). This demonstrates that seeing is not directly related to having a retinal image, but to being able to manipulate the retinal image.

5. Empirical data

5.1. Introduction

In this section we will lay out a number of empirical results which are related to the theory of visual experience we have sketched. Before beginning however, it should be stressed that the empirical data to be presented is not intended as a test of the theory in the everyday sense in which theories are tested in science. We are providing a general framework for the study of vision, and it is not possible to subject a general framework to direct verification. Our new framework provides scientists with new problems and it makes some old problems appear as non-problems (like the problem of visual stability despite eye movements, and the problem of filling in the blind spot – see below). The framework highlights links between previously unrelated research streams, and creates new lines of research (like the work on change blindness, which was initiated by the idea of “the world as
perturbations caused by eye movements (shift and smear on the retina) do not interfere with our perception of a stable visual world (cf. reviews of Bridgeman 1995; Grüsser 1986; MacKay 1973; Matin 1972; 1986; Shebliske 1977). A large portion of the experimental literature on the subject has assumed the existence of an internal representation, like a panoramic internal screen, into which successive snapshots of the visual world are inserted so as to create a fused global patchwork of the whole visual environment. The appropriate location to insert each successive snapshot is assumed to be determined by an “extraretinal signal,” that is, a signal reflecting the direction the eyes are pointed at every moment. In total darkness some sort of extraretinal information is certainly available, as can easily be ascertained by noting that the after-image of a strong light source seems to move when the eyes move (Mack & Bachant 1969). Much debate has occurred concerning the question of whether the extraretinal signal is of effrent or afferent origin, and a convincing estimation of the role of the two components has been made by Bridgeman and Stark (1991). Irrespective of its origin however, the data concur to show that if the extraretinal signal exists, it is very inaccurate. Measurements from different sources (cf., e.g., compilations in Matin 1972; 1986) show that the signal must incorrectly be signaling that the eye starts to move as much as 200 msec before it actually does. The signal also incorrectly estimates the time and position where the eye lands, becoming accurate only about 1 second after the eye has reached its final position.13 In any case, as admitted by Matin (1986), it is clear that the extraretinal information is too inaccurate, and also too sluggish, given the frequency of eye movements, to be used under normal viewing conditions to accurately place successive snapshots into a global fused internal image.

These results are not surprising when considered from the point of view of the theory of vision presented here. From this viewpoint, there is no need to postulate a mechanism that re-positions the retinal image after eye saccades so that the world appears stationary, because what is meant by “stationary,” is precisely one particular kind of sensory change that occurs when the eye moves across an object. Having the feeling of seeing a stationary object consists in the knowledge that if you were to move your eye slightly leftwards, the object would shift one way on your retina, but if you were to move your eye rightwards, the object would shift the other way. The knowledge of all such potential movements and their results constitute the perception of stationarity. If on actually moving the eyes there were no corresponding retinal motion, the percept would not be of stationarity. From this point of view, there is no need to construct a stationary internal “image” of an object in order to see it as stationary. If there is such a thing as an internal signal in the brain that signals the eye’s instantaneous position, then its purpose could not be to construct such an internal image (for there would be no one to look at it).

The question nevertheless arises of how the brain is able to accurately judge whether an object is stationary, or to control visuomotor coordination. If there is no way for retinal and extraretinal information to be combined to yield the true spatial coordinates of an object, how can the motion of an object ever be accurately ascertained, or how can an object be located with respect to the body and grasped?

A possible answer may be that, whereas there is no extraretinal signal, there is nevertheless extraretinal information
about the eye’s location or velocity in the orbit. This information could be present in distributed form, and conflated with information about retinal stimulation. Such a distributed representation that mixes sensory and motor information (both of a static kind – position – and of a dynamic kind – velocity, acceleration) could provide the knowledge about sensorimotor contingencies required in the present theory. It could be used to perform accurate localization, but would not require the existence of a metric-preserving representation of the eye’s position, or a picture-like internal image of objects on the retina or in space. Perhaps the multisensory neurons observed in parietal cortex, whose responses may be modulated by imminently eye movements, are compatible with this idea (Colby et al. 1996; Duhamel 1992; see also Zipser & Anderson 1988). Also of interest with respect to these ideas is a model of visual localization despite eye movements that has been constructed by Pouget and Sejnowski (1997). The model uses basis functions to code nonlinear mixtures of retinal and eye position. Linear combinations of these basis functions can provide pure retinal position, pure eye position, or head-centered coordinates of a target, despite the fact that no coherent internal map of the visual field has been constructed.

5.3. Trans-saccadic fusion

Over recent decades a new research topic has arisen with regard to the question of visual stability, in which researchers, instead of measuring the extraretinal signal itself, are questioning the notion that underlies it, namely, the notion of an internal screen in which successive snapshots are accumulated. The experimental methodology of this work consists in displaying stimuli which temporally straddle the eye saccade, and attempting to see if observers see a fused image – this would be predicted if an internal screen exists. Excellent reviews of this work (Irwin 1991; 1992) conclude that trans-saccadic fusion of this kind does not exist, or at least is restricted to a very small zone, namely, the zone corresponding to the target which the saccade is aiming for. Another kind of experiment consists in making large changes in high quality, full color pictures of natural scenes in such a way that the changes occur during an eye saccade (McConkie & Currie 1996). Even though the changes can occupy a considerable fraction of the field of view (e.g., cars appear or disappear in street scenes, swimming suits worn by foreground bathers change color, etc.), they are often not noticed – also contradicting the idea of a pictorial-type internal representation of the visual world. Again the conclusion appears to be that if there is an internal screen, it is not this internal screen which is providing us with the sensation of a stable, panoramic, visual world (Irwin & Andrews 1996; Irwin & Gordon 1998).

This conclusion is consistent with the theory presented here, where the problem of visual stability is a non-problem. Seeing does not require compensating for the effects produced by eye shifts in order to ensure accurate accumulation of partial views into a composite patchwork projected on some internal screen. There is no need to recreate another world inside the head in order for it to be seen. Instead, as suggested in section 4, the outside world acts as an “external memory” store, where information is available for probing by means of eye movements and shifts of attention O’Regan (1992). 19

5.4. Saccadic suppression

Another issue which has preoccupied scientists concerns the question of why we are not aware of the smear caused by saccades. An enormous literature on the topic has been reviewed by Matin (1974; cf. also Li & Matin 1997): it appears that both at that time and still today (e.g., Burr et al. 1994; Li & Matin 1990; Riddler & Tomlinson 1997; Uchikawa & Sato 1995) many researchers believe that it is necessary to postulate some kind of suppression mechanism that inhibits transmission of sensory information to awareness during saccades, so that the rather drastic saccadic smear is not seen.

The empirical evidence showing diminished sensitivity to flashes during saccades cannot be denied, and the origin of this effect has been estimated by Li and Matin (1997) to be 20% due to the retinal smearing and masking caused by the image displacement (there may also be mechanical effects, as suggested by Richards 1969), and 80% due to central inhibitory mechanisms (some portion of this may be due to spatial uncertainty caused by the new eye position, cf. Greenhouse & Cohn 1991).

The important point, however, is that whatever inhibitory effects are occurring during saccades, these certainly do not constitute a suppression mechanism designed to prevent perception of the saccadic smear. If they did, then why would we not perceive a dimming of the world during saccades? Would we have to postulate a further un-dimming mechanism to compensate for the dimming? The notion of saccadic suppression probably constitutes another instance of the homunculus error, and is no less than postulating the need for a mechanism to right the upside-down retinal image so that the world appears right-side up. As explained in the theory presented above, there is no need to postulate mechanisms that compensate for the smear that is created by eye saccades, because this smear is part of what it is to see. If the retinal receptors did not signal a global smear during saccades, then the brain would have to assume that the observer was not seeing, and that he or she was perhaps hallucinating or dreaming.

5.5. Filling in the blind spot and perceptual completion

Another classic problem in vision which has recently been revived and generated heated debate (e.g., Ramachandran 1992; Ramachandran & Gregory 1991; Ramachandran 1995 vs. Durgin et al. 1995) is the problem of why we do not generally notice the 5–7 degree blind spot centered at about 17 degrees eccentricity in the temporal visual field of each eye, corresponding to the blind location on the retina where the optic nerve pierces through the eyeball.

Related problems involve understanding the apparent filling in of brightness or color that occurs in phenomena such as the Craik-O’Brien-Cornsweet effect and neon color spreading; the apparent generation of illusory contours as in the Kanizsa triangle; and other phenomena of modal or amodal completion (cf. reviews of Kingdom & Moulden 1992; Pessoa et al. 1998).

Taking the case of the blind spot, from the point of view of the present theory, and in agreement with analyses of a number of theoreticians (Kingdom & Moulden 1992; Pessoa et al. 1998; Todorović 1987), there is no need for there to be any filling in mechanism (O’Regan 1992). On the con-
trary, the blind spot can be used in order to see: if retinal sensation were not to change dramatically when an object falls into the blind spot, then the brain would have to conclude that the object was not being seen, but was being hallucinated. Suppose you explore your face with your hand: you can put your hand in such a way that your nose falls between two fingers. This does not give you the haptic impression of having no more nose. On the contrary, being able to put the nose between two fingers gives information about the size and nature of a nose. It is part of haptically perceiving the nose.

Monitoring the way the sensory stimulation from the retina changes when the eye moves to displace an object in the vicinity of the blind spot, is, for the brain, another way of gaining information about the object.

One can argue, however, that even though there may be no need for filling in processes, such filling in processes may nevertheless actually exist. In support of this, Pessoa et al. (1998), though critical of some neurophysiological and behavioral studies purporting to be evidence for filling in, concluded that several studies do point to the existence of precisely the kind of mechanisms which would be required for a filling in process. For example, Paradiso and Nakayama (1991), by using a masking paradigm, were able to measure the temporal dynamics of the phenomenal filling in of the inside of a bright disk. De Weerd et al. (1995) found cells in extrastriate cortex whose responses correlate well with the time it takes for the holes in textures presented in peripheral vision to perceptually fill in.

Just as was the case for the problem of the extraretinal signal or of saccadic suppression, the theory being advocated here does not deny the existence of neural mechanisms that underlie the perceptual phenomena that each of us observe. There can be no doubt that something is going on in the brain which is in relation to the fact that observers have no experience of a blind spot, and which makes Kanisza triangles have illusory contours. The question is: Is what is going on, actually serving to create an internal copy of the outside world, which has the metric properties of a picture, and which has to be completed in order for observers to have the phenomenology of a perfect scene? In the example of Paradiso and Nakayama’s data, for example, there can be no denying that there must be retinal or cortical processes that involve some kind of dynamic spreading activation and inhibition, and that these processes underlie the percept that observers have in their paradigm — and possibly also when a disk is presented under normal conditions. But even though these processes act like filling in processes, this does not mean that they are actually used by the brain to fill in an internal metric picture of the world. They may just be providing information to the brain about the nature of the stimulation, but without this information being used to create a picture-like representation of the world.

In other words, our objection is not to the mechanisms themselves, whose existence we would not deny, but to the characterization of these mechanisms as involving “filling in.” Consider this caricature: Spatio-temporal integration is a mechanism used in our visual systems to sample the environment, but its purpose is not to compensate for gaps in what would otherwise be a granular, pixel-like internal picture.

5.6. Other retinal non-homogeneities and the perception of color

A striking characteristic of the human visual system is its non-homogeneity. Spatial resolution is not constant across the retina, but falls off steadily: even the central foveal area is not a region of constant acuity, since at its edge (i.e., at an eccentricity of about 1 degree), position acuity has already dropped to half its value at the fovea’s center (Levi et al. 1985; Yap et al. 1989). This drastic fall-off continues out into peripheral vision, only slowing down at around 15 degrees of eccentricity.

In addition to this non-homogeneity in spatial sampling, the retina also suffers from a non-homogeneity in the way it processes color: whereas in the macular region, the presence of three photoreceptor cone classes permits color discrimination, in the peripheral retina the cones become very sparse (Anderson et al. 1991; Coletta & Williams 1987; Marcos et al. 1996). The lack of the ability to accurately locate colors can easily be demonstrated by attempting to report the order of the colors of four or five previously unseen colored pencils when these are brought in from peripheral vision to a position just a few degrees to the side of one’s fixation point.

A further, surprising non-homogeneity derives from the macular pigment, a yellowish jelly covering the macula, that absorbs up to 50% of the light in the short wavelength range (Bone et al. 1992), thereby profoundly altering color sensitivity in central vision.

Despite these non-homogeneities, the perception of spatial detail and color does not subjectively appear non-uniform to us: most people are completely unaware of how poor their acuity and their color perception are in peripheral vision. Analogously to the filling-in mechanism that is sometimes assumed to fill in the blind spot, one might be tempted to postulate some kind of compensation mechanism that would account for the perceived uniformity of the visual field. However, from the point of view of the present theory of visual experience, such compensation is unnecessary. This will be illustrated in relation to color perception below.

5.7. “Red” is knowing the structure of the changes that “red” causes

Under the present view of what seeing is, the visual experience of a red color patch depends on the structure of the changes in sensory input that occur when you move your eyes around relative to the patch, or when you move the patch around relative to yourself. For example, suppose you are looking directly at the red patch. Because of absorption by the macular pigment, the stimulation received by the color-sensitive retinal cones will have less energy in the short wavelengths when you look directly at the red patch, and more when you look away from the patch. Furthermore, since there is a difference in the distribution and the density of the different color-sensitive cones in central versus peripheral vision, with cone density dropping off con-
siderably in the periphery, there will be a characteristic change in the relative stimulation coming from rods and cones that arises when your eyes move off the red patch. What determines the perceived color of the patch is the *set of such changes* that occur as you move your eyes over it.\(^{20}\)

A relevant example arises from the perception of color in dichromats. When carefully tested in controlled conditions of illumination, dichromats exhibit deficiencies in their ability to distinguish colors, generally along the red-green dimension, which can be accounted for by assuming that they lack a particular type of cone, generally either the long or medium wavelength type. Curiously however, in real-life situations, dichromats are often quite good at making red-green distinctions. As suggested by Jameson and Hurvich (1978; cf. also Lillo et al. 1998) this is undoubtedly because they can make use of additional cues deriving from what they know about objects and what they can sense concerning ambient lighting. Thus, for example, when a surface is moved so that it reflects more yellowish sunlight and less bluish light from the sky, the particular way the spectrum of the reflected light changes, disambiguates the surface’s color, and allows that color to be ascertained correctly even when the observer is a dichromat.

Though it is not surprising to find observers using all sorts of available cues to help them in their color discriminations, this kind of finding can be taken to support a much more far-reaching, fundamental hypothesis, put forward by Broackes (1992). This is that the *color of a surface is not so much related to the spectrum of the reflected light, but rather, to the way the surface potentially changes the light when the surface is moved with respect to the observer or the light sources.*

It must be stressed that more is being said here than was said by Jameson and Hurvich (1978), who merely noted that information is *available* that allows dichromats to make judgments similar to trichromats. Broackes’ idea is that the *colors of surfaces are exactly* the laws governing the way the surface changes the reflected light.\(^{21}\) At least as far as reflectivity of surfaces are concerned, the *same* laws apply to dichromats and trichromats, so that to a certain extent they have the *same* kinds of color perception: the difference is that dichromats have fewer clues to go by in many situations. Thus Broackes, who has color vision deficiencies\(^{22}\) himself, claims that he has different experiences for red and green as do normals. His only problem is that sometimes, when lighting conditions are special, he can see certain dark red things as dark green, just as sometimes, in shadow, people with normal vision are convinced a garment is dark blue when in fact it is black, or vice versa. Of course, there will be a component of the sensorimotor contingencies, namely, those determined by the observer’s own visual apparatus, which, to the extent that dichromats lack one of the three color channels, are different in the case of dichromats as compared to trichromats, so colors cannot be completely identical for them.

Broackes’ theory of color is strongly related to the theory of visual perception that we have presented here. The difference between Broackes’ views and ours is that Broackes is attempting to characterize the *nature of color* in terms of laws of sensorimotor contingency, whereas we have taken the bolder step of actually identifying *color experience* with the exercise of these laws, or, more precisely, with activity carried out in accord with the laws and based on knowledge of the laws.

### 5.8. Eye-position contingent perception

A surprising prediction from this idea, that the sensation of red comes from the *structure of changes* that is caused by red, is the following armchair experiment. Using a device to measure eye movements connected to a computer, it should be possible to arrange stimulation on a display screen so that whenever an observer looks *directly* at a patch of color it appears red, but whenever the observer’s eye looks *away from* the patch, its color changes to green. The rather counterintuitive prediction from this is that after training in this situation, the observer should come to have the impression that green patches in peripheral vision and red patches in central vision are the same color.

Whereas exactly this kind of experiment has not yet been done, a variety of related manipulations were performed by McCollough (1965b) and by Kohler (1951).\(^{23}\) For example, Kohler had observers wear spectacles in which one half of the visual field was tinted with blue, and the other half tinted with yellow. This is similar to the proposed armchair experiment in the sense that perceived color will be different depending on which way the observer moves the eyes. Results of the experiment seem to show that after adaptation, observers apparently came to see colors “normally.” Similar phenomena were observed with half-prisms, in which the top and bottom portion of the visual field were shifted by several degrees with respect to each other. Observers ultimately adapted, so that manual localization of objects in the upper and lower visual fields was accurate.

Of particular interest in these studies would have been to know whether observers perceived the world as continuous despite the discontinuity imposed by the colored glasses or prisms. However, it is difficult to rigorously evaluate the reports, as they were only described informally by Kohler. Since then, though a large literature has developed over the last decades concerning many forms of perceptual adaptation, not very much work seems to have been done to investigate the effects of modifications like those imposed by the two-color glasses or the half-prisms, which produce strong discontinuities in the visual field.

Nevertheless, partial insight into such situations may be obtained by considering people who wear spectacles with bifocal lenses\(^{24}\): here a discontinuity exists in the visual field between the upper and lower part of the glasses. Depending on where an observer directs the eyes, the size and focus of objects will be different, because of the different power of the two parts of the lens. The question then is, does the world appear discontinuous to viewers of bifocals? The answer is that the *world* does not appear discontinuous, any more than the world appears “dirty” to someone who has not wiped his spectacle lenses clean. This is not to say that the observer cannot become aware of the discontinuity or the dirt on the lenses by attending to the appropriate aspect of the stimulation, just as it is possible to become aware of the blind spot in each eye by positioning a stimulus appropriately. But under normal circumstances the wearer of bifocals takes no notice of the discontinuity. Furthermore, even though image magnification as seen through the different parts of the lens are different, thereby modifying perception of distance, manual reaching for objects seen through the different parts of the lenses adapts and becomes accurate, as does the vestibulo-ocular reflex. Gauthier and Robinson (1975) and Gauthier (1976) have, for example, shown that wearers of normal spectacles with
strong corrections, as well as scuba divers, come to possess a bistable state of adaptation, whereby their distance perception and reaching can instantaneously switch from one to the other state, as they take their spectacles on and off, or look through their underwater goggles (see also Welch et al. 1993 for a similar effect with prisms). In fact, an observer can be tricked into inappropriately switching adaptation state by surreptitiously removing the lenses from his or her eyeglasses, so that he or she incorrectly expects magnification to change when the eyeglasses are put on (Gauthier, personal communication).

5.9. Inversion of the visual world

Relevant to the theory of visual experience being proposed here, are the classic experiments performed by Stratton (1897), Kohler (1951), and some less often cited replications by Taylor (1962), Dolezal (1982), and Kottenhoff (1961), in which an observer wears an optical apparatus which inverts the retinal image so that the world appears upside-down and/or left-right inverted (cf. reviews by e.g., Harris 1965; 1980). Although at first totally incapacitated, observers adapt after a few days and are able to move around. Ultimately (after about two weeks of wearing the apparatus) they come to feel that their new visual world is “normal” again.25

What is interesting about these experiments is that during the course of adaptation, perception of the world is subject to a sort of fragmentation, and to a dependence on context and task. For example, Kohler (1951) reports that visual context allows something that is seen upside-down to be righted (e.g., a candle flips when it is lit because flames must go up, a cup flips when coffee is poured into it, because coffee must pour downwards). Ambiguities and inconsistencies abound: Dolezal reports sometimes being unable to prevent both his hands from moving when he tries to move only one. Kohler reports cases where two adjacent heads, one upright, the other inverted, were both perceived as upright. Kohler’s observer Grill, after 18 days of wearing reversing spectacles, stands on the sidewalk and correctly sees vehicles driving on the “right,” and hears the noise of the car motor coming from the correct direction. On the other hand, Grill nevertheless reports that the license plate numbers appear to be in mirror writing. Other observations are that a “3” is seen as in mirror writing, even though its open and closed sides are correctly localized as being on the left and right, respectively. The bicycle bell seems on the unusual side, even though the observer can turn the handlebars in the correct direction. Taylor (1962) has performed a study similar to Kohler’s, except that instead of wearing the inverting spectacles continuously, his subject wore them only for a limited period each day. Under these conditions the subject rapidly obtains a bistable form of adaptation, adapted to both wearing and not wearing the spectacles. A point stressed by Taylor, in support of his behaviorist theory, is that adaptation is specific to the particular body parts (arms, legs, torso) or activities (standing on both feet, on one foot, on the toes, riding a bicycle) that the subject has had training with, and that there is little “interpenetration” from one such sensorimotor system to another.

A theory of vision in which there is a picture-like internal representation of the outside world would not easily account for the fragmentation of visual perception described in these experiments: for example, it would be hard to explain the case of the license plate, where one aspect of a scene appears oriented accurately, and yet another aspect, sharing the same retinal location, appears inverted. On the other hand, the present theory, in which vision is knowledge of sensorimotor transformations, and the ability to act, readily provides an explanation: reading alphabetic characters involves a subspecies of behavior connected with reading, judging laterality involves another, independent, subspecies of behavior, namely, reaching. An observer adapting to an inverted world will in the course of adaptation only be able to progressively probe subsets of the sensorimotor contingencies that characterize his or her new visual world; and so inconsistencies and contradictions may easily arise between “islands” of visuo-motor behavior.27

Particularly interesting are cases of double vision when only one eye is open, that is, not explicable by diplopia. For example, Kohler’s observer Grill saw two points of light when only one was presented slightly to the right of the median line (the second point was seen weaker, on the left, symmetrical to the original point). Similar observations of symmetrical “phantoms” were noticed by Stratton (1897), and can be compared to cases of monocular diplopia reported in strabismus (Ramachandran et al. 1994a; 1994b; Rozenblom & Kornyushina 1991). Taylor (1962) says of his subject wearing left-right inverting spectacles:

Another of the training procedures he adopted was to walk round and round a chair or table, constantly touching it with his body, and frequently changing direction so as to bring both sides into action. It was during an exercise of this kind, on the eighth day of the experiment, that he had his first experience of perceiving an object in its true position. But it was a very strange experience, in that he perceived the chair as being both on the side where it was in contact with his body and on the opposite side. And by this he meant not just that he knew that the chair he saw on his left was actually on his right. He had that knowledge from the beginning of the experiment. The experience was more like the simultaneous perception of an object and its mirror image, although in this case the chair on the right was rather ghost-like. (pp. 201–202)

Presumably what happens in these experiments is that, because the spatial location or orientation of an object with respect to the body can be attributed either with respect to the pre- or the post-adapted frame of reference, during the course of adaptation it can sometimes be seen as being in both. Furthermore, orientation and localization of objects in the field of view can be defined with respect to multiple referents, and within different tasks, and each task may have adapted independently, thereby giving rise to incoherent visual impressions.

The impression we have of seeing a coherent world thus arises through the knitting together of a number of separate sensory and sensory-motor components, making use of visual, vestibular, tactile, and proprioceptive information; and in which different behaviors (e.g., reading, grasping, bicycle riding) constitute components that adapt independently, but each contribute to the experience of seeing. Conclusions of this kind have also been reached in a wealth of research on sensorimotor control, where it is shown that a gesture such as reaching for an object is composed of a number of sub-components (e.g., ballistic extension of the arm, fine control of the final approach and finger grasping, etc.), each of which may obey independent spatial and temporal constraints, and each of which may be controlled by
different cerebral subsystems, which adapt separately to
perturbations like changes in muscle proprioception, or in
vestibular and visual information (for reviews of these
results, see Jeannerod 1997; Rossetti et al. 1993).28

5.10. Change blindness experiments
The idea that the world constitutes an outside memory, and
that we only see what we are currently attending to, was the
impetus for a number of surprising experiments performed
recently on “change blindness”29 (O’Regan et al. 1999;
2000; Rensink et al. 1997; 2000). In these experiments, ob-
servers are shown displays of natural scenes, and asked to
detect cyclically repeated changes, such as a large object
shifting, changing color, or appearing and disappearing.
Under normal circumstances a change of this type would
create a transient signal in the visual system that would be
detected by low-level visual mechanisms. This transient
would exogenously attract attention to the location of the
change, and the change would therefore be immediately
seen.

However, in the change blindness experiments, condi-
tions were arranged such that the transient that would nor-
mally occur was prevented from playing its attention-grab-
ning role. This could be done in several ways. One method
consisted in superimposing a very brief global flicker over
the whole visual field at the moment of the change. This
global flicker served to swamp the local transient caused by
the change, preventing attention from being attracted to it.
A similar purpose could be achieved by making the change
coincide with an eye saccade, an eye blink, or a film cut in
a film sequence (for reviews, see Simons & Levin 1997).30
In all these cases a brief global disturbance swamped the lo-
cal transient and prevented it attracting attention to the
location of the change. Another method used to prevent the
local transient from operating in the normal fashion was to
create a small number of additional, extraneous transients
distributed over the picture, somewhat like mudsplashes on
a car windscreen (cf. O’Regan et al. 1999). These local tran-
sients acted as decoys and made it likely that attention
would be attracted to an incorrect location instead of going
to the true change location.

The results of the experiments showed that in many
cases observers have great difficulty seeing changes, even
though the changes are very large, and occur in full view –
they are perfectly visible to someone who knows what they
are. Such results are surprising if one espouses the view
that we should “see” everything that we are looking at: It is
very troubling to be shown a picture where a change is oc-
curring unexpectedly, perfectly visible, additional stimulus will ap-
pear near the cross. The authors observe that on many oc-
casions this extraneous stimulus is simply not noticed.31

Another aspect of these experiments which relates to the
present theory is a result observed in an experiment in
which observers’ eye movements were measured as they
performed the task (O’Regan et al. 2000). It was found that
in many cases, observers could be looking directly at the
change at the moment the change occurred, and still not
see it. Again, under the usual view that one should see what
one is looking at, this is surprising. But under the view that
what one sees is an aspect of the scene one is currently “vi-
sually manipulating,” it is quite reasonable to observe that
only a subset of scene elements that share a particular scene
location should at a given moment be perceived.

A striking result of a similar nature had been observed by
Haines (1991) and Fisher et al. (1980), who had profes-
sional pilots land an aircraft in a flight simulator under con-
ditions of poor visibility, and using a head-up display (or
“HUD”) – that is, a display which superimposed flight gu-
dance and control information on the windshield. On various
occasions during the pilot’s landing approach, they were
presented with unexpected “critical” information in the
form of a large jet airplane located directly ahead of them
on the runway. Although the jet airplane was perfectly vis-
ible despite the head-up display (see Fig. 3), presumably
because of the extreme improbability of such an occurre-
ce, and because the pilots were concentrating on the
head-up display or the landing maneuver, two of the eight
experienced commercial pilots simply did not see the ob-
stacle on the two occasions they were confronted with it,
and simply landed their own aircraft through the obstacle.
On later being confronted with a video of what had hap-
pened, they were incredulous.31

Other results showing that people can be looking directly
at something without seeing it, had previously been ob-
tained by Neisser and Becklen (1975), who used a situation
which was a visual analogue of the “cocktail party” situation,
where party-goers are able to attend to one of many super-
imposed voices. In their visual analogue, Neisser and Beck-
len visually superimposed two independent film sequences,
and demonstrated that observers were able to single out
and follow one of the sequences, while being oblivious of
the other. Simons and Chabris (1999) have recently repli-
cated and extended these effects.

Finally, Mack and Rock (1998) and Mack et al. (1992)
have done a number of experiments using their paradigm
of “inattentional blindness.” In this, subjects will be en-
gaged in an attention-intensive task such as determining
which arm of a cross is longer. After a number of trials, an
unexpected, perfectly visible, additional stimulus will ap-
ppear near the cross. The authors observe that on many oc-
casions this extraneous stimulus is simply not noticed.32

Figure 3. Simulator pilot’s forward visual scene at an altitude of
72 feet and 131 knots with runway obstruction clearly visible.
From Haines (1991). (Photo courtesy of NASA.)
5.11. Inattentional amnesia

Related to the idea that the world serves as an outside memory, are the intriguing experiments of Wolfe (1997; 1999), and Wolfe et al. (1999) which they interpret in terms of what they call “inattentional amnesia.” Wolfe et al. (1999) use a standard visual search paradigm in which a subject must search for a target symbol among a number of distractor symbols. The authors estimate the efficiency of the search in milliseconds per item searched. However, instead of using a new display of distractors on each trial as is usually done, the authors use exactly the same visual display over a number of repetitions, but each time change the target that the subject is looking for. Since subjects are looking at the same display, which remains continuously visible on the screen for anything from 5 to 350 repetitions, depending on the experiment, one might have expected that an internal representation of the display would have time to build up, allowing search rate to improve over repetitions. However, this is not what is found: Over a number of experiments using different kinds of stimuli, Wolfe et al. (1999) find no evidence of improvement in search rate. It seems that no internal representation of the display is being built up over repetitions. In fact, search rate is as bad after many repeated searches as in the normal visual search conditions when the display changes at every trial: in other words, it is as though the subjects think they are searching through a brand new display at each trial, even though it is exactly the same display as before. Furthermore, an experiment done where the display is memorized and not visually presented at all, actually shows faster search speeds than when the display is present.

The results of these experiments are surprising under the view that what we see consists of an internal, more or less picture-like, representation of the visual world. However, they are exactly what would be expected under the present view, according to which “seeing” consists, not of having a “picture” in the mind, but of having seeking-out-routines that allow information to be obtained from the environment. Thus, observers generally do not bother to recreate within their minds a “re”-presentation of the outside world, because the outside world itself can serve as a memory for immediate probing. Indeed, the last result showing faster performance in the pure memory search shows that the very presence of a visual stimulus may actually obligatorily cause observers to make use of the world in the “outside memory” mode, even though it is less efficient than using “normal” memory.

This way of interpreting the results is also in broad agreement with Wolfe’s point of view (Wolfe 1997; 1999) – Wolfe also refers to the notion of “outside memory.” However, Wolfe lays additional emphasis on the role of attention in his experiments: Following the approach of Kahneman et al. (1992) adopted by many researchers in the attention literature, Wolfe believes that before attention is brought to bear on a particular region of the visual field, the elementary features (such as line segments, color patches, texture elements) analyzed automatically by low-level modules in the visual system constitute a sort of “primeval soup” or undifferentiated visual “stuff.” Only once attention is applied to a particular spatial location, can the features be bound together so that an object (or recognizable visual entity) is perceived at that location. Wolfe’s interesting proposition is that now, when visual attention subsequently moves on to another location, the previously bound-together visual entities disaggregate again and fall back into the “primeval soup”: the previously perceived entity is no longer seen. This idea prompts Wolfe to use the term “inattentional amnesia,” to emphasize the fact that after attention has moved on, nothing is left to see.

The status of the notion of attention in this explanation, and its relation to the theory presented here, is not entirely clear. One possibility would be to assume that what Wolfe means by “attention” is nothing other than visual awareness. In that case, the result of the experiment could be summarized by saying “once your awareness has moved off a part of the scene, you are no longer aware of it,” which is tautological. Presumably, therefore, what Wolfe means by attention is something independent of awareness: there would be forms of attention without awareness and forms of awareness without attention. It is clear that further thought is needed to clarify these questions.

Independently of the framework within which one places oneself, it remains an interesting question to ask: What does the primeval soup “look like”? In other words, what does the visual field look like when the observer is not attending to anything in particular in it? Our preference would be to take the strict sense of attention in which attention = awareness, and to say that without attending to something (i.e., without being aware of anything), by definition the visual field cannot look like anything at all. Only when the observer attends to something will he or she be aware of seeing it. Note that what the observer attends to can be something as basic as overall brightness or color, or something like the variability in these (“colorfulness”?, “texturedness”?), or some attribute like “verticality” or “blobiness.” If such features constitute the “primeval soup,” then, like normal targets in the search task, the primeval soup would also only be “seen” if it was being attended to.

5.12. Informal examples

While the examples given in the preceding sections are striking experimental demonstrations of the fact that you do not always see where you look, several more informal demonstrations also speak to the issue.

Proofreading is notoriously difficult: when you look at words, you are processing words, not the letters that compose them. If there is an extra, incorrect letter in a word, it will have been processed by your low-level vision modules, but it will not have been “seen.” Thus, for example, you will probably not have noticed that the “a”s in the last sentences were of a different shape than elsewhere. Nonetheless on several occasions you were undoubtedly looking directly at them. It may take you a while to realize that the sign below (Fig. 4) does not say: The illusion of

![The illusion of seeing](Image)
The phenomena of figure-ground competition (see Fig. 5) and of ambiguous figures are also striking examples of how you do not see everything that you could see: when looking at such stimuli, you only see one of the possible configurations, even though more than one may be simultaneously available at the same location in your visual field.

It sometimes occurs that as you walk in the street you look directly at someone without seeing them. Only when the person gesticulates or manifests their irritation at not being recognized, do you become aware of who they are. While driving, it sometimes happens that you realize that you have been looking for a while at the brake lights of the car ahead of you without pressing on the brake.

5.13. Remote tactile sensing

An immediate consequence of the notion that experience derives not from sensation itself, but from the rules that govern action-related changes in sensory input, is the idea that visual experience should be obtainable via channels other than vision, provided that the brain extracts the same invariants from the structure of the sensorimotor contingencies.

A number of devices have been devised to allow people with deficits in one sensory modality to use another modality to gain information. In the domain of vision, two main classes of such sensory substitution devices have been constructed: echolocation devices and tactile visual substitution devices.

Echolocation devices provide auditory signals which depend on the direction, distance, size, and surface texture of nearby objects, but they provide no detailed shape information. Nevertheless, such devices have been extensively studied as prostheses for the blind, both in neonates (Bower 1977; Sampaio 1989; Sampaio & Dufer 1988) and in adults (Hiskube et al. 1991). It is clear that while such devices obviously cannot provide visual experience, they nevertheless provide users with the clear impression of things being “out in front of them.”

Particularly interesting is the work being done by Lenay (1997), using an extreme simplification of the echolocation device, in which a blind or blindfolded person has a single photoelectric sensor attached to his or her forefinger, and can scan a simple environment (e.g., consisting of several isolated light sources) by pointing. Every time the photom.
since after all, it is presumably in the brain where the sensations are registered? Why would one not tend to think that one should be able to walk through a door no wider than one’s brain, since body sensations presumable arrive in the brain? Indeed, given that visual sensation impregnates the retina, why does one not feel the outside world as situated on one’s retina, instead of outside one? These obviously ridiculous extensions of the “relocation” idea discussed above make one realize that, actually, the perceived location of a sensation cannot be logically determined by where the nerves come from or where they go to. Perceived location is, like other aspects of sensation, an abstraction that the brain has deduced from the structure of the sensorimotor contingencies that govern the sensation.36

Some very interesting experiments of Tastevin (1937) are related to these points. Tastevin had shown that the sensed identity or position of a limb can be transferred to another limb or to a plaster model of the limb. Thus, for example, when an experimenter feigns to touch a subject’s forefinger with one prong of a compass, but actually touches the middle finger with the other prong, the subject feels the touch on the forefinger. Sensation has thus been relocated from the middle finger to the forefinger. Whole body parts can be relocalized by this means. A recent experiment along very similar lines was described by Botvinick and Cohen (1998; and also extended by Ramachandran & Blakeslee 1998). These authors used a life-size rubber model of a left arm placed before a subject whose real left arm was hidden behind a screen. Using two small brushes, the experimenters synchronously stroked corresponding positions of the rubber and real arm. After ten minutes, subjects came to feel that the rubber arm was their own.

All these phenomena show how labile the perceived location of a stimulation can be, and how it depends on correlation with information from other modalities (in this case vision). Even neural representations of body parts are known to be labile, as has been shown by Iriki et al. (1996) whose macaque monkeys’ bimodal visual somatosensory receptive fields moved from their hands to the ends of a rake they used as a tool. However, a facile interpretation of such phenomena in terms of “neural plasticity” of cortical maps would be misleading, since such an interpretation would implicitly assume that perceived location of a stimulus is directly related to activity in cortical maps – an idea we reject.

5.14. Tactile visual sensory substitution

Tactile visual substitution systems (TVSS) use an array of vibratory or electrical cutaneous stimulators to represent the luminance distribution captured by a TV camera on some skin area, such as the back, the abdomen, the forehead or the fingertip. For technical reasons and because of the restrictions on tactile acuity, TVSS devices have up to now suffered from very poor spatial resolution, generally having stimulator arrays of not more than $20 \times 20$ stimulators at the very best. They have also been bulky, expensive, and too sensitive to light level variations, for them to be of practical use by the blind (Bach-y-Rita 1983; Easton 1992). Notwithstanding these problems, however, as concerns the question of visual experience, a number of highly interesting points have been made about the experiences of individuals who have used these devices (Apkarian 1983; Guarniero 1977; 1974).
A first point concerns the importance of the observer's being able to manipulate the TV camera himself or herself (Bach-y-Rita 1972; 1984; Sampaio 1995).

In the earliest trials with the TVSS device, blind subjects generally unsuccessfully attempted to identify objects that were placed in front of the camera, which was fixed. It was only when the observer was allowed to actively manipulate the camera that identification became possible and observers came to “see” objects as being externally localized (White et al. 1970). This important point constitutes an empirical verification of the mainstay of the present theory, where no filling-in mechanism need be postulated (cf. sect. 5.5).

Do blind people actually see with the TVSS? The question has been raised by Bach-y-Rita who prefers to put the word “see” in quotes. One justification for this, he claims, is the fact that people who have learnt to see with the device are disappointed when shown pictures of their loved ones, or erotic pictures: they have no emotional reaction. Bach-y-Rita interprets this as a failure of the device to provide true visual experience. An alternative, however, is to admit that the device does provide true visual experience, but that emotional and sexual reactions are strongly linked to the sensations that are experienced during the period when emotional attachment occurs and sexual interest develops. If, during the course of development, these experiences are initially non-visual, then they will remain non-visual.

Morgan (1977) also discusses this and concludes, that either people really do see with the TVSS, or there can be no scientific psychology. Clearly from the point of view of the present theory, seeing is not a matter of “all or nothing.” There are many aspects to seeing, and the TVSS provides some but not all of them. The invariants related to position and size changes of the tactile image are similar to those in normal vision. Color and stereo vision however are absent, and resolution is extremely poor. But, just as color blind, stereo blind, one-eyed or low-sighted people can be said to “see,” people using the TVSS should also be said to see. The fact that stimulation is provided through the skin should be irrelevant, providing the stimulation obeys the required sensorimotor laws. Of course, seeing with the skin probably involves laws that are not exactly the same as seeing with the eyes, just as seeing colors in the dark is not quite the same as in the light. The experience associated with the TVSS will thus also be somewhat different from normal visual experience.

5.15. The “facial vision” of the blind

A further interesting example of sensory substitution comes from what is called the “facial vision,” or “obstacle sense,” or “pressure sense” of blind people. In locating objects, particularly when these are large and in the 30–80 cm range, blind people often have the impression of a slight touch on
their forehead, cheeks, and sometimes chest, as though they were being touched by a fine veil or cobweb (James 1890/1950; Kohler 1967).

For instance, consider the following quote given by James (1890/1950) from the blind author of a treatise on blindness of the time:

"Whether within a house or in the open air, whether walking or standing still, I can tell, although quite blind, when I am opposite an object, and can perceive whether it be tall or short, slender or bulky. I can also detect whether it be a solitary object or a continuous fence; whether it be a close fence or composed of open rails, and often whether it be a wooden fence, a brick or stone wall, or a quick-set hedge. . . . The currents of air can have nothing to do with this power, as the state of the wind does not directly affect it; the sense of hearing has nothing to do with it, as when snow lies thickly on the ground objects are more distinct, although the footfall cannot be heard. I seem to perceive objects through the skin of my face, and to have the impressions immediately transmitted to the brain. (Vol. 2, p. 204).

At least since Diderot’s “Letter on the blind,” facial vision had often been considered to truly be a kind of tactile, or even possibly an extrasensory, form of perception (cf. historical review by Hayes 1935, cited by Rice 1966). James (1890/1950, Vol 2, pp. 140, 204) compares this sense to what he believes is a tactile, pressure-related “tympanic sense,” that is, the ability we all have of sensing with closed eyes whether an object brought before our face is large or small, or more or less solid. Despite such claims, however, by stopping up the ears of blind people with putty, James demonstrated to his satisfaction that audition was involved in the facial sense. This was then definitively established by Dallenbach et al. (1944), and facial vision is now known to be essentially caused by intensity, direction, and frequency shifts of reflected sounds (see review by Arias 1996). Kohler (1967) actually went so far as to anesthetize the faces of blind people, who nevertheless continued to have these sensations.

As noted by Worchel et al. (1950; cited by Strelow & Brby 1982), the question arises why this form of object perception is experienced as having a tactile feeling rather than an auditory quality. A possibility along behaviorist lines has been suggested by Taylor (1962), who supposes that collisions with obstacles will often involve the face—the hands may often rise and protect the face. This may create, by association, feelings on the face in the case of impeding collisions. Further correlations (apparently not mentioned by Taylor) might be the fact that objects that are close to the face tend to provoke slight disturbances of the air as well as changes in heat radiation that could be detected by receptors on the face. Although Taylor’s associationist hypothesis may have some truth in it, from the point of view of the present theory another possibility arises: the prediction would be that the sensorimotor contingencies created by the particular very subtle information received through the auditory modality would, in this particular case, have an invariance structure that resembles the contingencies caused by tactile stimuli, like those created by a veil upon the face.

Indeed, it appears conceivable that the object sense, requiring more subtle auditory distinctions, would be much more critically dependent on distance than normal hearing. In particular, moving a few centimeters forward or backwards, might create a radical change analogous to moving a few centimeters forward or backwards and bringing the head into and out of contact with a veil. Similarly, it may be that when the head is facing the object that is being sensed, slight sideways shifts of the head might create systematic changes similar to the systematic rubbing that occurs when one is touching a piece of cloth with the head. Note, however, that it would be exaggerated to take too literally the comparison that blind people make with veils and cobwebs: Kohler has verified that when touched with actual veils the same blind people say that the sensations are actually quite different. Perhaps the inability to specify precisely the nature of the experience produced prompted the author cited by James to say that the impressions were “immediately transmitted to the brain.”

The facial sense of the blind may be related to the phenomenon of synesthesia (Cytowic & Wood 1982; Baron-Cohen & Harrison 1996), where a stimulus in one sensory modality evokes sensations in another, the most frequently occurring case being colored hearing (Marks 1978). Ventriloquism is another type of example where information from one sensory modality modifies that in another: in “visual capture” or the “ventriloquism effect,” the perceived location of a sound source is influenced by its seen position, and, to a lesser extent, vice versa (Hatwell 1986; Radeau & Bertelson 1974; Warren et al. 1981). A related phenomenon is the McGurk effect (McGurk & MacDonald 1976) in which the identity of a heard phoneme is altered by simultaneously observing a visual display of a different phoneme being pronounced. Radeau (1997; cf. also Marks 1978) has reviewed a number of inter-sensory interactions such as these, both in humans and animals, and concludes that such effects are compatible with the notion that the different qualities of the senses are not present ab initio, as Piaget might have claimed, but rather (following Gibson 1966; Bower 1979) are the result of a progressive differentiation process that occurs in the developing organism through the influence of environmental experience.

The view taken within the context of the present theory regarding all such intermodal interactions would be related to the above. More precisely, however, it would say that the experience associated with a modality exists only within the context of the acting organism, and within the context of the other senses available to the organism. Although vision, audition, touch, and so on, will have their own specificities due to the particularities of the sensors and sensorimotor contingencies involved—these specificities defining the particular experience associated with each sense—interactions between the senses are to be expected when there are systematic correlations and common sensorimotor contingencies.40 Perceptual adaptation effects like the McCollough effect (Harris 1980; Humphrey et al. 1994; McCollough 1965a; 1965b) and the related disappearance of color fringes on adaptation to displacing prisms (Held 1950; Kohler 1951) may be manifestations of similar nature, except that they are intramodal rather than intermodal.

6. Visual consciousness

6.1. Introduction

The sensorimotor contingency theory of vision we have developed here provides a new vantage point from which to approach the vexing theoretical question of the nature of visual consciousness. Vision, we have argued, is a mode of skillful encounter with the environment, requiring knowledge of sensorimotor contingencies and also the ability to
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make use of that knowledge for the purpose of guiding action, thought, and (in humans) language use. What, in this view, is visual consciousness?

6.2. Two kinds of visual consciousness

We propose to distinguish between two kinds of visual consciousness: (1) transitive visual consciousness or consciousness of; and (2) visual consciousness in general.

(1) To be transitively conscious is to be conscious of a feature of a scene (Malcolm 1984). To be conscious of a feature of a scene in this sense is simply to be visually aware of it, as laid out in section 2.6.

Thus, to say that you are transitively conscious of (for example) the shape of a parked car in front of you is to say that you are, first, currently exercising mastery of the laws of sensorimotor contingency that pertain to information about the shape of the car; and, second, that you are attending to this exercise, in the sense that you are integrating it into your current planning, reasoning, and speech behavior.

Notice that when you are visually conscious of the shape of the car, you may fail to attend to its color, or to the fact that the object in front of you is a car. As you shift your attention from one aspect of the car to another, features of the car enter consciousness. What happens when you thus shift your attention is that you draw into play different bits of implicit knowledge of the relevant sensorimotor contingencies.

To this, it might be objected that when you look at the car, you have the impression that all its details are available in consciousness all at once. In looking at the car, you are conscious of, or aware of, its shape, color, nature, and so on, all in a glance. But this objection is easily countered. First, the empirical data on change blindness (see sect. 5.10 above) and inattentional blindness (see Noë & O’Regan 2000) demonstrate that you do not have all the details of what is seen in consciousness at once. The actual case is that all the detail is there in the scene in front of you and is thus accessible by the slightest effort. Second, and of great importance, is that your feeling of the presence of all the details consists precisely in your knowledge that you can access all this information by movements and inquiries.

(2) Visual consciousness in general, on the other hand, is a higher-order capacity. To be visually conscious in general is to be poised to become aware of a present feature (that is, to become transitively conscious of it). In this sense of visual consciousness, we can contrast being visually conscious with being asleep or with being blind. Consciousness in this most general sense consists in one’s possession of the ability to become conscious of aspects of a scene (that is, in one’s ability to see, to explore aspects of the environment in a fashion mediated by the relevant sensorimotor contingencies).

6.3. The problem of qualia

As noted above in section 2.7, it may be argued that there is still something missing in the present account of vision, namely, an explanation of the qualitative character of visual experience. Can the sensorimotor contingency theory in addition provide an explanation of what philosophers have called “the raw feel” or “qualia” of seeing?

“Qualae” is a technical term in philosophy. Like most such terms, to become clear about its precise meaning is to enter into the throes of philosophical controversy. Qualia are frequently characterized as the “phenomenal,” or “qualitative,” or “intrinsic” properties of experience, and they are typically contrasted with “intentional,” or “representational,” or “functional” features. Qualia are said to be that thanks to which there is something that it is like to have an experience (something that is, in addition, independent of representational or functional features). One of the central philosophical debates surrounding qualia concerns the question whether qualia can be studied by means of traditional biological and cognitive science. It has been suggested on this point that there is an unbridgeable “explanatory gap,” that it is not possible to explain the subjective, felt aspects of experience in behavioral, physical, or functional terms.

In our view, the qualia debate rests on what Ryle (1949/1990) called a category mistake. Qualia are meant to be properties of experiential states or events. But experiences, we have argued, are not states. They are ways of acting. They are things we do. There is no introspectively available property determining the character of one’s experiential states, for there are no such states. Hence, there are, in this sense at least, no (visual) qualia. Qualia are an illusion, and the explanatory gap is no real gap at all.

It is important to stress that in saying this we are not denying that experience has a qualitative character. We have already said a good deal about the qualitative character of experience and how it is constituted by the character of the sensorimotor contingencies at play when we perceive. (We have more to say about this below; see also the discussion of the individuation of sensory modalities in sect. 2.5). Our claim, rather, is that it is confused to think of the qualitative character of experience in terms of the occurrence of something (whether in the mind or brain). Experience is something we do and its qualitative features are aspects of this activity.

6.4. What gives rise to the illusion of qualia?

Many philosophers, vision scientists, and lay people will say that seeing always involves the occurrence of raw feels or qualia. If this view is mistaken, as we believe, then how can we explain its apparent plausibility to so many? In order to make our case convincing, we must address this question.

In our view, there are two main sources of the illusion. The first pertains to the unity and complexity of experience. We tend to overlook the complexity and heterogeneity of experience, and this makes it seem as if in experience there are unified sensation-like occurrences. The second source of illusion has to do with the felt presence of perceptible qualities. Because, when we see, we have continuous access to features of a scene, it is as if we continuously represent those features in consciousness. We elaborate these two mistaken lines of reasoning in turn.

6.4.1. The unity of experience. Scientists and philosophers frequently get the phenomenology of experience wrong; they misdescribe what perceptual experience is like. Consider, as an example, the experience of driving a Porsche and its distinctive qualitative character. What does this feeling consist of? What is it like? Notice that, in one sense, there is no feeling of Porsche-driving. That is, the character of Porsche-driving does not consist in the occurrence of a special sort of momentary flutter or bodily sensation.
What defines the character of driving a Porsche, rather, is something more complex. There are characteristic ways in which the vehicle accelerates in response to pressure on the gas pedal. There are definite features of the way the car handles turns, how smoothly one can change gears, and so on. What it is like to drive a Porsche is constituted by all these sensorimotor contingencies and by one’s skillful mastery of them, – one’s confident knowledge of how the car will respond to manipulations of its instruments.42

In one sense, then, there is no Porsche-driving quale. After all, what it is like to drive a Porsche depends on these various activities. In another sense, however, one can speak of the qualitative character of driving a Porsche, but this must be understood not in terms of the occurrence of a sensation-like quale in the mind, but rather, in terms of one’s comfortable exercise of one’s knowledge of the sensorimotor contingencies governing the behavior of the car.

We propose that the same account can be extended to such prototypical visual qualia as “the raw feel of a shade of red.” Suppose you stand before a red wall. It fills up your field of view. What is it like for you to see this red wall? Try to describe the experience. How do you fulfill this instruction? One thing you might do is direct your attention to one aspect or another of the wall’s redness. For example, you might focus on its hue, or its brightness. In this way you become transformatively conscious of (that is to say, aware of) this or that aspect of the wall’s color. How do you accomplish this? In what does your focusing on the red hue of the wall consist? It consists in the (implicit) knowledge associated with seeing redness: the knowledge that if you were to move your eyes, there would be changes in the incoming information that are typical of sampling with the eye; typical of the nonhomogeneous way the retina samples color; knowledge that if you were to move your eyes around, there might be changes in the incoming information typical of what happens when illumination is uneven, and so on. Importantly, there is not one thing in which the focussing of your attention on the hue (say) consists. Eye movements, shifts of attention, the application of understanding – seeing the red hue of the wall consists in all of this. There is no simple, unanalyzable core of the experience. There are just the different things we do when we see the redness of the wall.

In one sense, then, we can say that there is no red quale (just as there is, in a sense, no Porsche-driving quale). An experience of a red surface is not a sensation-like occurrence. Seeing something red is a variegated activity, and to describe its character adequately, one must describe the many different things we do when we see something red.

6.4.2. The felt presence of qualities. Let us now turn to the second source of the illusion of qualia. Consider once again the phenomenon of change blindness. Many people say that they have the impression that when they see, they have everything in view all the time. The explanation for this is that we have access to all the detail by means of the mere flick of an eye or turn of the head, and so it is as if we had everything in view all the time. The feeling of the presence of detail stems from our implicit knowledge of the ways in which movements of the eye and head gives rise to new detail and new information. Importantly, one can explain this feeling without supposing that all the detail is represented in consciousness.

In exactly this way, when we see something red we feel that the redness has a certain definite, sensation-like presence and immediacy. The explanation for this is that we have access to the redness by the most minute of eye movements or attentional shifts. The redness is there, in the environment. The slightest eye, head, or attention movement reveals further information about its character. Because we have continuous access to the redness in the environment, it may seem as if we are mentally in contact with it continuously. This leads us to say, mistakenly, that there is a feeling of redness (say) in our heads all along.

6.5. Is the illusion of qualia really so widespread?

Is the illusion of qualia really as widespread as it would seem? Perhaps not. If you ask what a person sees, he or she will not bring up visual experiences and their intrinsic features. In everyday life, discussions of what we see are for the most part confined to discussions of things themselves (of the things we see). Even when we are viewing a piece of art, when we may deliberately try to reflect on the way the work affects us visually, nonphilosophers will rarely confuse the question what it is like to look at the piece (what it reminds one of, how it makes one feel, whether one finds it pleasant, or not) with that favorite question of philosophers, namely, what is it like to have an experience as of seeing a painting (that is, what are the intrinsic, qualitative features of the visual experience)?

Another way to put this point is to say that qualia-based accounts of the phenomenology of experience actually misdescribe the phenomenological character of experience (what experience is like). Qualia-talk, one might say, is theory driven and the illusion of qualia is a theoretical illusion. Crucially, normal perceivers do not, by virtue of being normal perceivers, buy into the relevant theory.

6.6. The ineffability of the qualitative character of experience

We have proposed that experience is a temporally extended activity of exploration mediated by the perceiver’s knowledge of sensorimotor contingencies. The differences in the qualitative character of perceptual experiences correspond to differences in the character of the relevant sensorimotor contingencies. Just as the difference between seeing a red flower and smelling a red flower consists in the different patterns of sensorimotor contingency governing one’s perceptual encounter in each situation. To experience a red object, or the feel of driving a Porsche, is to know, for example, that if you change the illumination in such and such ways (or press down on the accelerator in such and such ways), it will produce such and such changes in the stimulation.

It follows, according to this view, that to reflect on the character of one’s experience is to reflect on the character of one’s law-governed exploration of the environment, on what one does in seeing. Some of the sensorimotor contingencies governing vision are easily accessible to awareness. If you reflect on the character of your visual experience of
a colorful flower, for example, it is easy to comprehend the manner in which the appearance of the flower is a function of viewing angle and illumination. If you look at a plate and turn it, you can become aware of the way its profile becomes elliptical. If you put on inverting lenses, it is immediately apparent that eye and head movements produce surprising patterns, thus enabling us to direct our attention to the disruption of familiar patterns of sensorimotor contingency. But though we have access to these aspects of the sensorimotor contingencies, there are other components of the sensorimotor contingencies which do not lend themselves easily to propositional description, and which are not so easily brought into consciousness: the exact laws that the flower's color obeys when you change the illumination, the exact rule determining the modification of the plate's profile, the precise disruption caused by distorting lenses. Other examples even less accessible to consciousness are: the particular way the macular pigment and the non-homogeneity of retinal sampling affect sensory input when the eye moves; the optic flow that occurs when the head rotates, and so on.

We believe that these considerations enable us to get clear about a feature of experience that has often provoked puzzlement on the part of scientists and philosophers, namely, its apparent ineffability. It is very difficult to describe everything we do when we see, just as it is difficult to describe everything we do when we are engaged in other skillful activities such as athletic endeavors, playing an instrument, or speaking a language. A major portion of our mastery of sensorimotor contingencies takes the form of practical know-how. When we attempt to inquire into the more subtle features of what goes on when we perceive, we immediately come up against the fact that it is very difficult to describe any but the most high-level, gross sensorimotor contingencies.

There is nothing mysterious about this inability. In general, the ability to know how to do something does not carry with it the ability to reflect on what it is one does when exercising the ability in question. The difficulty in describing the character of experience is not evidence of the special character of experience in the world order. But it does bring forcibly to mind the fact that experiences are "exercisings" of complicated capacities, not ongoing occurrences in the mind or brain.

6.7. On the possibility of phenomenology

We hope it is clear that it is no part of our argument to deny the possibility of, or the importance of, phenomenological reflection on experience. Indeed, we believe that our view provides an account of the subject matter of phenomenology that is superior to that put forward by qualia-oriented positions.

First, our theory is supported by careful reflection on what it is like to have perceptual experience. It is commonly asserted by both philosophers and scientists, that it seems to normal perceivers as if perception involves detailed internal representations of the environment in the head. As noted in section 4.2, we believe this misdescribes the character of seeing. First of all, in seeing we commit ourselves to no beliefs about what is going on in our heads. Seeing is directed to the world, not the brain. Second, when we see, we take the perceived detail to be out there in the world, not in our head. Indeed, we take ourselves to be embedded in the environment and to have access to detail through active exploration. In our view, it is just bad phenomenology to assert that we take ourselves to have a 3D-model or picture in the head when we see. In short, we believe that, once it has broken free of clichés about pictures in the head, phenomenological reflection on the character of experience does support the kind of approach developed here.

Second, traditional qualia-based approaches to experience threaten to make experience itself something mysterious and inaccessible. However, the subject matter of phenomenological reflection is not an ephemeral, ineffable, sensation-like momentary occurrence in the mind, but, rather, the real-world, temporally extended activity of exploring the environment and the structure of sensorimotor contingencies. There is a qualitative or phenomenological difference between seeing and hearing and touching, as stated. These are different activities, corresponding to different modes of exploration of the structure of sensorimotor contingencies. To see a bottle, for example, is to explore visual-motor contingencies, such as transformations in the appearance of the bottle as one moves in relation to it. To touch it, on the other hand, is to explore the structure of tactile-motor contingencies. The bottle impedes, guides, and informs tactile exploration of the bottle. To reflect, then, on what it is like to see the bottle, or to touch it, is to reflect on just these sorts of facts about the active engagement the perceiver undertakes with the environment (see Noé 2001). In this way, we believe that the kind of approach we lay out in this paper helps place phenomenology as an undertaking on solid ground (see Noé 2002, for development of this idea).

6.8. Overcoming the explanatory gap (or, Why there is no gap)

As noted above, the problem of the explanatory gap is that of explaining qualia in physical or biological terms. We believe that our view bridges this gap. More accurately, it demonstrates that the gap itself is an artifact of a certain — we believe mistaken — conception of experience. There is not really any gap at all.

Our claim, simply put, is this: there is no explanatory gap because there is nothing answering to the theorist's notion of qualia. That is, we reject the conception of experience that is presupposed by the problem of the explanatory gap. (Note that we can make this claim even though we do not deny, as we have been at pains to explain above, that there are experiences and that experience has qualitative character.)

To appreciate the structure of our claim, consider once again, very briefly, the Porsche-driving example. We have argued that the feeling of driving a Porsche derives from the different things we do when we drive a Porsche, and from our confident mastery of the relevant sensorimotor contingencies. We can now appreciate that there is no need to explain the physical or causal basis of the occurrence of the unitary Porsche-driving quality, for there is no such quality. What does need to be explained is the physical (neural) basis of the various component skills that are drawn into play when one drives a Porsche (for it is these that constitute the feeling). And so, likewise, there is no need to seek a neural basis for the occurrence of visual qualia such as that of red, for, in the relevant sense, there are no such qualia.

To this it will be objected that it is no more easy to see how possession and mastery of sensorimotor skills is to
bridge the explanatory gap, than it is to see how different patterns of neural activity can accomplish the same feat. But this very question betrays a failure to understand our proposal. For our claim is not that knowledge and exercise of sensorimotor contingencies can solve the same feat. Our claim is that there is no feat to be accomplished and, therefore, no possible way in which neural activity can accomplish it. Let’s return again to simple examples. You hold a bottle in your hand. You feel the whole bottle. But you only make contact with isolated parts of its surface with isolated parts of the surface of your hands. But don’t you feel the whole bottle as present? That is, phenomenologically speaking, the feeling of presence of the bottle is not a conjecture or an inference. The feeling you have is the knowledge that movements of the hand open up and reveal new aspects of bottle surface. It feels to you as if there’s stuff there to be touched by movement of the hands. That’s what the feeling of the presence of the bottle consists in. But the basis of the feeling, then, is not something occurring now. The basis rather is one’s knowledge now as to what one can do.

6.9. Summary

Let us summarize the main claims of this section.

(1) There are two kinds of visual consciousness. There is transitive visual consciousness (or consciousness of), which consists in one’s awareness of an aspect of a scene. There is visual consciousness in general, which consists in one’s general capacity to become aware of different features of the scene. Transitive consciousness, as a form of awareness, can be explained just as we explain visual awareness in section 2.6 above. To be aware of a feature is to exercise one’s practical knowledge of the relevant sensorimotor contingencies. Visual consciousness in general is just the higher-order capacity to exercise such mastery.

(2) The difference between different perceptual experiences, and between different perceptual experiences in different sensory modalities, can be explained in terms of the different things we do in having the experience and in terms of the different rules of sensorimotor contingency that are invoked in each case. The supposition that there are further qualitative aspects of experience that cannot be explained along such lines is an illusion, engendered by: (a) our tendency to fail to attend to the heterogeneity and complexity of experience; (b) our tendency to treat continuous access to environmental detail as the continuous representation of that detail. Moreover, we claim that the illusion of qualia is actually not as widespread as philosophers often suggest, and that the conception of experience we develop in this paper – experience as a mode of skillful activity – is actually truer to the actual character of felt experience than qualia based views.

(3) There is no explanatory gap. We do not claim that it is possible to explain the physical basis of conscious experience by appeal to sensorimotor contingencies. How, one might ask, can sensorimotor contingencies explain phenomenal consciousness any better than other proposals that have been made? Rather, we argue, as should by now be clear, that the conception of phenomenal consciousness itself must be (and can be) rejected, and so there is no longer any puzzle about how to explain that. As we make clear in the points above, other aspects of consciousness can indeed be explained according to our view.

We have not attempted to present solutions to such philosophical chestnuts as the problem of undetectable spectrum inversion, or the problem of zombies. Instead, we have turned our attention to the presentation of a framework within which to investigate the nature of vision and visual consciousness. We have drawn attention to the wealth of empirical data that support our theory. In addition, we have tried to provide some statement of what we take to be the implications of this view for progress on the topic of visual consciousness. We have adopted the strategy of trying to demonstrate the fruitfulness of our approach instead of that of refuting the philosophical opposition. This sort of indirect approach is necessary when what divides camps is not so much disputes over what the facts are, but rather, fairly messy questions about how to make sense of the interdependence of a whole network of related ideas: seeing, visual experience, visual consciousness, qualia, raw feel, awareness, and attention. We have made a number of proposals about how to think about this raft of interconnected phenomena which will, we hope, allow for empirical progress.

7. Philosophical niceties

7.1. Awareness versus consciousness

Chalmers (1996a) distinguishes between awareness and consciousness. Awareness, according to Chalmers, is a state in which some information (that of which we are aware) is available for control of behavior and for guiding verbal report. Consciousness, or experience, on the other hand, is an intrinsically qualitative state whose links to behavior are inessential. Chalmers’ distinction is very similar to Block’s (1995b) distinction between access-consciousness and phenomenal-consciousness. A state is access-conscious, according to Block, if it is poised to be used to govern rational thought, guide behavior, or give rise to verbal report. A state is phenomenally conscious, however, if it is an experience. Block and Chalmers agree that awareness (or A-consciousness) is a functional notion, definable in terms of behavior and dispositions to behave, and they agree that consciousness (or P-consciousness, or experience) are non-functional notions (that is, functional duplicates can differ in their P-consciousness). (Block and Chalmers differ in important details that do not concern us here.)

We are skeptics about phenomenal consciousness understood the way Block and Chalmers understand it. As we stated above, what explains the illusion that seeing consists in the occurrence of an internal qualitative state is the fact that, at any moment, one can direct one’s attention to one’s activity of looking and so encounter such qualities as the redness of a wall, or the distinctive shape of a seen object. Moreover, we are able to track not only objects of awareness, but our tracking activity itself and thus become aware (in the functional sense) of the percepts induced by the patterns of sensorimotor contingency governing our seeing. The experience of red, for example, arises when we know (though this is not propositional, but rather, practical knowledge) that, for example, if we move our eyes over a red region, there will occur changes typical of what happens when our non-homogeneously sampling retinas move over things whose color is red. It is, then, our continuous access to the redness that provides the key to understanding why it (mistakenly) seems to us as if we are continuously undergoing experience as of something red.
Our account of seeing and visual awareness thus cuts across the distinction between awareness and consciousness (as Chalmers puts it), or between A- and P-consciousness (in Block's terms). Visual experience is a matter of access, but access to the world, and to one's activity of tracking and interacting with the surrounding scene, not to one's internal information-bearing states. The felt or qualitative character of seeing is to be explained in terms of this active conception.

7.2. Blindsight

Block (1995b) puts the concepts of A- and P-consciousness to work in his discussion of blindsight. Patients with blindsight have suffered lesions in the visual cortex as a consequence of which they appear to be blind in a region of the visual field (Pöppel et al. 1973; Weiskrantz 1986). Subjects report that they see nothing when a stimulus is presented to their scotoma. When asked to guess (from a number of choices) what is present in their blind field, subjects are correct at a rate well above chance. There would seem to be a sense, then, in which these individuals see without seeing. One possibility is that these patients see, but are unconscious of seeing. This in turn suggests that the function of consciousness is to enable us to make use of the information we acquire. Block (1995b) attacks this reasoning because it fails to distinguish between A- and P-consciousness. P-consciousness is surely lacking, but A-consciousness is absent too, at least for the most part. One is not entitled, then, to draw general conclusions about consciousness from the phenomenon of blindsight.

Block contrasts blindsight with a nonactual but, he thinks, conceptually possible phenomenon of superblindsight. In superblindsight, as Block describes it, subjects have apparently normal access to information acquired in their blind fields, but they lack experience of the information. He invites us to imagine that these individuals have been trained to trust their "guesses" about what is present in their blind fields. This information, therefore, is available to guide action and speech. Indeed, we are asked to imagine that, as far as speech and behavior go, people with superblindsight seem normal. There is one noteworthy exception, of course. If you ask them whether they visually experience what is present in their blind field, they reply that they experience nothing. They are as good as blind as far as feeling goes. Block's main contention then is two-fold: (1) that superblindsight is visual A-consciousness in the absence of P-consciousness; and (2) that superblindsight is conceptually possible. We doubt both points. As for (1), it seems that we have grounds for doubting that the patient really has a blind field. After all, the patient appears to see just fine. As Dennett (1995) notes, Block's account appears to trade, illegitimately, on the fact that in actual blindsight the kinds of information involved are remarkably sparse (on this point, see also Noë 1997). The subject is correct, for example, about the orientation of a line grating. But if we imagine informational content to be greatly enriched, as would seem required in the case of superblindsight, then the claim, on the part of the subject, that he lacks P-consciousness, becomes highly implausible. It is difficult to make sense of the claim that a person might offer an accurate description of a painting, say, describing all the colors and the geometry of the composition in a natural manner, all the while having no experience of the painting. One loses all grip on what it could mean to say that the subject has no experience. And this indicates the nature of our misgivings about (2). If you are perceptually alert to the presence of environmental detail in a manner that allows you to describe what is present, and if you are sensitive to the appropriate visual laws of sensorimotor contingency (for example, if the detail is no longer accessible when you close your eyes or the lights go out, if the image shifts in the normal way when you move your eyes, if your attention is immediately drawn to any change in the image, etc.), then surely it would be very peculiar to say that you are not experiencing/seeing the painting (Noë 1997).

Nor do we find Block's (1995b) examples of cases of P-consciousness without A-consciousness convincing. He gives the example of having a conversation while a power drill makes a racket outside the window. One is engrossed in the conversation and one does not notice the drill. All of a sudden one notices it. Block proposes that in a case such as this, insofar as one did hear the drill before noticing it, one was P-conscious of the drill while at the same time A-unconscious of it. When one noticed the drill, one becomes A-conscious of what one had previously heard and been P-conscious of all the time.

But did one hear the drill before one noticed it? The view developed in our paper here requires a negative answer to this question. One does not hear the sound of the drill because one does not make use of one's auditory tracking. This is of course compatible with its being the case that we are sensitive to the sound before we hear it (before we become conscious of it). The auditory system will analyze and store (perhaps only in a short-term memory buffer) information pertaining to the drill. But we do not use that information, nor are we, before we notice the drill, poised to use that information or able to use that information to guide our behavior, thought, movement, or perceptual exploration.

One might challenge Block's view in another way as well. Consider a slightly different but familiar example. A bell is chiming. All of a sudden you notice not only that there is a bell chiming, but that there were six chimes in all. Surely this shows that you heard the chimes even before you noticed them? Indeed, what this would show, as Chalmers has argued, is that there is a sense in which one was poised to make use of the unnoticed sounds one was hearing even as one failed to notice them. That is, according to this line of reasoning, one was A-conscious of the unexperienced sounds (contrary to what Block would say).

One virtue of this account is that it perhaps fits somewhat better with ordinary usage of words like “hear” and “see.” That is, it seems quite natural to say that you heard the clock chime without noticing it. But there are substantive empirical reasons to reject this account nonetheless. The fact that a stimulus is present and is actively impinging on the senses, does not entail that you perceive it. This is the central upshot of the change blindness studies (discussed in sect. 5.10) and also recent work on so-called “inattentional blindness” (discussed in sect. 5.11). The fact that a stimulus is present means that it is available to be probed by the active animal. Only while the active probe is occurring do you get conscious perception (seeing or hearing, say).

The conflict between our view and that of common sense is actually more apparent than real. As we noted earlier in our discussion of awareness, awareness is a matter of degree. Part of what makes it seem so reasonable to say that
you heard the noise without noticing it, or that you (a driver) saw a car without noticing it, is that we may call to mind cases where you are in fact noticing a sound or an object a little bit. For example, you are trying to have a conversation and there’s that irritating noise in the background which threatens to interrupt you but to which you are paying very little attention. Nevertheless, having said all this, we are quite prepared to bite the bullet and insist that in the complete absence of current access, there is no perception.

Note that to say that there is no perception is not to say that there may not be significant unconscious influence on behavior or action.44

7.3. Our relationship to Dennett

The view developed in this paper is very similar in important respects to the position developed over the last few decades by the philosopher D. C. Dennett (Dennett 1978; 1987; 1991; Dennett & Kinsbourne 1992). But, as the discussion of the previous section suggests, there are important differences as well.

Many philosophers and scientists assume that consciousness is an intrinsic property of neural states. The idea is that, among the multitude of content-bearing states in the brain, some subset of states have an additional property of being phenomenally conscious. (This is in contrast to states which, in the terminology of Block, are access-conscious. This access consciousness is not thought to be an intrinsic property of the state but one that depends on the relation between that state and others in the broader system.)

The problem of consciousness, in this general picture, is to understand what processes or mechanisms or events in the brain make certain contents phenomenally conscious. Where, and how, does consciousness happen in the brain?

We reject not only specific attempts to answer this question (oscillations, synchrony, microtubules, etc.), but the assumptions implicit in the question itself. That is, like Dennett, we reject Cartesian materialism (Dennett 1991; Dennett & Kinsbourne 1992). Phenomenal consciousness is not a property of states in what Dennett calls the subpersonal system (i.e., the brain – whether thought of in neural, or in more abstract, cognitive or computational terms) (Dennett 1978; 1969; 1987). There need be no one-to-one correlation between states of consciousness and events in the brain.

But this brings us to the main point of our disagreement with Dennett. Although we reject accounts of phenomenal consciousness as a property of subpersonal states, we do not deny (as we have sought to make clear in the previous sections, especially sect. 6.7), that there are experiences and that there are facts about what experiences are like. But these, however, are facts not about a person’s qualia or raw feels. They pertain, rather, to the person’s (or animal’s) active engagement with the world he or it inhabits.45 They are facts at the personal (as opposed to subpersonal) level. We return to this point below.

One of the cornerstone’s of Dennett’s approach to the problem of consciousness, is his conception of heterophenomenology (Dennett 1991). In many respects, we are very sympathetic to this approach. The best way to understand what Dennett means by heterophenomenology is to contrast this view with could be called introspectionism. Introspectionism is the view that the conscious subject has immediate epistemic access to his or her conscious states. Perhaps not too many writers would endorse introspectionism when put forward in this blunt manner, but it is clear that something like this idea drives a good deal of discussion in contemporary consciousness studies. Theorists believe that we know, on the basis of reflection on our own case, what our own conscious states are like. Dennett rejects introspectionism. Dennett has a lot to say about why introspectionism is untenable, and we are sympathetic to his position. For our purposes it is enough to point out that, according to Dennett, as scientists we cannot assume that subjects are right in their first-person avowals of conscious experience. Such reports are just further bits of evidence about the nature of mental life and they have no privileged status with respect to other forms of evidence (e.g., psychophysical, neural, psychological, etc.).

According to heterophenomenology, then, first-person reports of experience have no special status attached to them. There is no deep and unfathomable asymmetry between what can be known in the first person, and what can be known in the third person.

Although we endorse Dennett’s rejection of naïve introspectionism, our endorsement of the claim that first-person approaches to consciousness are not privileged with respect to third-person approaches is guarded. To appreciate why, consider an example: Dennett (1991) criticizes what he takes to be the widespread assumption, on the part of perceivers, that the visual field is in sharp detail and uniform focus from the center out to the periphery. Simple tests (e.g., the colored pencil test mentioned earlier in sect. 5.6), and well-known facts about the non-homogeneity of the retina, suffice to show that this account of the quality of the visual field is misguided. But is it really true that normal perceivers think of their visual fields this way? Do normal perceivers really make this error? We think not. As noted earlier in connection with change blindness (and see Noë 2001; Noë et al. 2000; and Pessoa et al. 1998), normal perceivers do not have ideological commitments concerning the resolution of the visual field. Rather, they take the world to be solid, dense, detailed, and present, and they take themselves to be embedded in and thus to have access to the world.

The point of this example is that Dennett seems to mischaracterize how things seem to perceivers, that is, he mischaracterizes their first-person judgments as to the quality of experience. He does this precisely because he is insufficiently attentive to the actual phenomenology of experience. What this shows is that there are substantive empirical questions about the first-person quality of experience. To investigate such questions, presumably, one must avail oneself of the first-person perspective. From this it does not follow, to be sure, that first-person methods are privileged with respect to third-person methods, but it does follow that it ought to be possible to develop modes of first-person investigation of experience that do not suffer from the flaws of qualia-based (introspectionist) approaches.46

The crucial point is that nothing in Dennett’s criticisms of naïve introspectionism entails that all first-person approaches to consciousness must take the form of naïve introspectionism, and so nothing in the arguments speaks against the possibility of, or importance of, first person approaches. In the concept of perceptual experience we have endorsed, first-person reflection on the character of experience would not consist in introspection at all, but rather in attentiveness to the complexity of the activity of perceptual exploration. Ironically, as we have seen, Dennett’s re-
jection of the importance of the first-person perspective has led him, at crucial junctures, to misdescribe the character of perceptual experience.

8. Visual neuroscience

8.1. The brain and vision

Much work on visual neuroscience rests on the idea that for every perceptual state there is a neural correlate sufficient to produce it. In addition, it is widely supposed that the function of this neural substrate is to produce sensory experience by generating a "representation" corresponding to the content of the experience. A very different conception of the role of the brain in vision emerges from the standpoint of the sensorimotor contingency theory.

According to this theory, seeing is a skillful activity whereby one explores the world, drawing on one’s mastery of the relevant laws of sensorimotor contingency. Seeing, in this sense, is somewhat like dancing with a partner. Dancing is a complicated activity. There is no one thing in which dancing consists and there is no single state of being in the dancing state. Dancing consists in the integration of a range of connected skills: sensitive listening, coordinated movement (or sometimes the absence of movement); and, importantly, partner dancing requires the presence of a partner to whose actions and reactions one is appropriately attuned. There is no doubt that neural activity in the brain is necessary to enable one’s skillful performance of the dance. But this neural activity is not sufficient to produce the dancing. This is so because the accompanying, appropriate actions and reactions of the partner are also needed. These provoke weight changes, disequilibria, rebounds, and so on, which cannot occur without the partner being present, and which are part and parcel of the dancing activity.

In the same way, we argue, seeing also necessarily involves particular forms of action and reaction on the part of the visual apparatus and the environment. The brain enables us to see by subserving the different capacities that get drawn on in the activity of visual exploration. But the brain’s activation does not in itself constitute the seeing. In partner dancing, specifying the bodily configuration or brain state of the dancer is not sufficient to specify the dance (because we need additionally to know how the partner is currently interacting). Likewise, in seeing, specifying the brain state is not sufficient to determine the sensory experience, because we need to know how the visual apparatus and the environment are currently interacting. There can therefore be no one-to-one correspondence between visual experience and neural activations. Seeing is not constituted by activation of neural representations. Exactly the same neural state can underlie different experiences, just as the same body position can be part of different dances.

How then are we to understand the role played by the brain in vision? Our proposal, which we develop below, is that the brain supports vision by enabling mastery and exercise of knowledge of sensorimotor contingencies.

8.2. The search for neural representations and the neural correlate of consciousness

Perhaps the most widely cited work which might be thought to constitute evidence for the existence of cortical representations of sensory stimuli could be taken to be the observations of Penfield, who solicited sensory responses from unanesthetized patients undergoing brain stimulation (e.g., Penfield & Jasper 1954). More recent work in visual science and consciousness studies has been devoted to the quest for what has been called “neural correlates of consciousness” (Crick & Koch 1990; 1995; 1998; – for an illuminating review, cf. Chalmers 1996a, Ch. 6). As an illustration of such work, we can use the impressive studies of Logothetis and colleagues (Leopold & Logothetis 1996; Logothetis 1998; Logothetis et al. 1996) analyzing neural substrates of binocular rivalry in laboratory monkeys. In binocular rivalry, each eye is presented with a different stimulus (e.g., a horizontal bar, a face). Under these conditions the observer experiences not both stimuli, or some amalgam of the two, but rather a sequence of alternating percepts corresponding to one or other of the two stimuli. When one stimulus is dominant, the other is not perceived. The perceptual reversals occur irregularly and at intervals of a few seconds. Logothetis and collaborators show that in tested visual areas (e.g., V1/V2, V4, MT, IT, STS), some neurons are unaffected by perceptual reversals. The activity of these neurons is driven by the stimulus patterns entering the eyes, which remain unchanged. The activity of other neurons, however, depends directly on the internally generated shifts in the percept. The percentage of such percept-driven cells is substantially higher in IT and STS – where 90% of tested neurons correlate to percepts, than in other visual areas. (In V1/V2, for example, a much smaller percentage of neurons were percept-driven.) These data suggest (it is claimed) that neural activity in IT and STS forms the neural correlate of the experience.

Other kinds of neural representations or neural correlates of conscious perceptual experience arise in the context of perceptual completion phenomena. A classical example is the work of von der Heydt and his colleagues, who found neurons in V2 that fire for illusory contours in a very similar way that they fire for real contours (Peterhans & von der Heydt 1989; von der Heydt & Peterhans 1989; von der Heydt et al. 1984). A number of other examples involving perceptual completion have been reviewed by Pessoa et al. (1998).

Work like that described above has been received with enthusiasm: researchers believe that the discovery of neural representations that correlate with perceptual experience brings us closer to understanding what gives rise to the perceptual experience. The underlying assumption is that if a set of neurons is found in the brain which correlates strongly with aware perceptual states, then, because these neurons are probably linked to the mechanisms that are generating awareness, we are likely to be able to explain perceptual awareness by appeal to this neural activity.

But this reasoning is unsound. Indeed, consider what would happen if we were to actually find a set of neurons that correlated perfectly with visual awareness. For the sake of illustration, suppose we were to discover that in the pineal gland of macaque monkeys there was a tiny projection room in which what is seen by the monkey was projected onto an internal screen whose activity correlated perfectly with the monkey’s visual awareness. On reflection it is clear that such a discovery (which would surely be the Holy Grail of a neural correlate of consciousness seeker!) would not bring us any closer to understanding how monkeys see. For we would still lack an explanation of how the image in the pineal gland generates seeing; that is, how it
enables or controls or modulates the forms of activity in which seeing consists. We would certainly be entitled, on the basis of the strong correlation between features of what is seen and features of what is projected onto the pineal projection screen, to assume that this neural activity played some role in vision. But nothing more could be said about such a discovery.

Why do some researchers believe that to understand the nature of consciousness or vision it is necessary to track down the neural representations that correlate with conscious experience? One possible explanation is that these researchers are (perhaps unwittingly) committed to the idea that the discovery of perfect correlation would give us reason to believe that we had discovered the neural activity sufficient to produce the experience (as suggested by Chalmers 1996a). Teller and Pugh (1983) call such a neural substrate of experience the bridge locus. In addition, thinkers may unwittingly subscribe to what Pessoa et al. (1998) have called analytic isomorphism. This is the view that for every experience there will be a neural substrate whose activity is sufficient to produce that experience (a bridge locus), and that there will be an isomorphism (though not necessarily spatial or topographic) between features of the experience and features of the bridge locus. It is the existence of such an isomorphism that works to justify the claim that the discovery of such a neural substrate would explain the occurrence of the percept.

We believe that one must reject the metaphysical dogma of analytic isomorphism. As argued by Pessoa et al., no neural state will be sufficient to produce experience. Just as mechanical activity in the engine of a car is not sufficient to guarantee driving activity (suppose the car is in a swamp, or suspended by a magnet), so neural activity alone is not sufficient to produce vision.

Note also that if this view is correct, then it is a mistake to expect to find neurons which are perfectly correlated with visual consciousness. Ultimately, visual consciousness is not a single thing, but rather a collection of task and environment-contingent capacities, each of which can be appropriately deployed when necessary. Furthermore, we expect that if neurophysiologists do find neurons that correlate strongly with awareness, then most likely this will only be for one or another set of conditions or tasks.

8.3. **There is no need for “binding”**

Neuroanatomists believe that the visual system is composed of numerous, more or less independent subsystems (or modules), which extract a variety of different attributes such as color, contrast, depth, orientation, and texture from the visual stimulus (e.g., De Yoe & van Essen 1988; Livingstone & Hubel 1988; Zeki 1993). The fact that these modules operate independently and are often localized in different cerebral regions, raises the question of how the separate streams of information ultimately come together to give us the unified perception of reality that we subjectively experience. One suggestion for solving this so-called “binding problem” was the idea of the “grandmother cell” in which single cells, or at least highly localized cerebral regions, combine information pertaining to specific percepts: for example, face-sensitive cells (Rolls 1992); place sensitive cells (O’Keefe et al. 1998); view sensitive cells (Rolls & O’Mara 1995). A more recent idea which does not require bringing signals into a single brain location has also received support from neurophysiological evidence (cf. Abeles & Prit 1996; Brecht et al. 1998; Castelo-Branco et al. 1998; Gray & Singer 1989; Llinas & Ribary 1993). According to this view, separate cortical areas which are concurrently analyzing the different aspects of a stimulus might oscillate in synchrony, and it might be this synchrony which provides the perceptual experience of unity.

There are two motivations in the reasoning which underlies these types of investigations: one concerns temporal unity, and the other concerns “conceptual” unity.

Certainly it is true that when we recognize an object, we have the impression that all its attributes are seen simultaneously at one “perceptual moment.” This leads scientists to think that the objects’ attributes must be bound together synchronously in the internal representation in order to provide the singleness of the perceptual moment. But this is a fallacy. Thinking that physical synchrony is necessary for having a synchronous experience is the same kind of fallacy as thinking that because things look like 3D models or picture postcards to us, there must be a topologically equivalent map in the brain. Underlying this fallacy is the implicit assumption that the synchrony or coherence of perception requires presenting information in a synchronous or coherent way to an internal homunculus. In fact, just as the perception of the 3D world does not require 3D maps in the brain, subjective simultaneity does not require simultaneity of brain events. This point has been made by Dennett and Kinsbourne (1992; see also O’Regan 1992; Pessoa et al. 1998). What explains the temporal unity of experience is the fact that experience is a thing we are doing, and we are doing it now.

Coming now to the issue of “conceptual” coherence, a similar argument can be made: the fact that object attributes seem perceptually to be part of a single object does not require them to be “represented” in any unified kind of way, for example, at a single location in the brain, or by a single process. They may be so represented, but there is no logical necessity for this. Furthermore, if they are represented in a spatially or temporally localized way, the fact that they are so represented cannot in itself be what explains the spatial, temporal or “conceptual” phenomenology of perceptual coherence. What explains the conceptual unity of experience is the fact that experience is a thing we are doing, and we are doing it with respect to a conceptually unified external object.

We noted above that were we to discover pictures in the brain that correlated with the experience of seeing, we would still not have moved much closer towards an explanation of seeing. But once we recognize this, then we further realize that there is no reason to suppose that to explain seeing we should seek for detailed internal pictures. There is no longer any rationale for supposing that there is a place in the brain where different streams of information are brought together and “unified” (whether conceptually or temporally). With the appreciation of this point we can dismiss the problem of binding as, in essence, a pseudo-problem.

8.4. **A new way of thinking about the role of the brain in vision: A program for future research**

We have already taken steps toward a positive characterization of the role of the brain in vision by claiming (as we have in sect. 8.1 above) that studies of the neural bases of
vision must be framed by a consideration of the whole animal’s broader behavioral and cognitive capacities. In this section we try to extend these remarks.

Consider the missile guidance system we discussed in section 2.4. Suppose that at the present moment the target airplane happens to have gone out of the field of view of the missile. No information, let us suppose, is coming into the missile’s sights right now. Nevertheless, the missile guidance system has a certain potential: it “knows” that by making the appropriate change in its trajectory, it should be able to bring the missile back into view. Thus, even though at this particular moment the airplane is not visible and no visual information is coming in, it is still correct to say that the missile is currently tracking its target.

Exactly the same point, we argue, can be made about seeing and the sensorimotor contingencies governing seeing. When you make an eye saccade, the sensory stimulation provided by an object will change drastically due to very strong retinal smearing. At that very moment you do not receive sensory input from the object. But there is no more reason to think that this interruption in stimulation leads to an interruption in seeing, than there is to think that the missile is no longer tracking the plane when the plane happens to go out of the missile’s sights.49 The missile continues to track the plane, and the perceiver continues to see, because each is master of the relevant sensorimotor contingencies and each is exercising those capacities in an appropriate manner. Seeing an object consists precisely in the knowledge of the relevant sensorimotor contingencies— that is, in being able to exercise one’s mastery of the fact that, if, among other things, you make an eye movement, the stimulus will change in the particular way typical of what happens when you move your eyes. If the stimulation due to the object did not change in that way, then you would not be seeing the object — you might, for example, be hallucinating it.

These considerations call attention to the fact that interruptions and discontinuities in stimulation (owing to saccades, blinks, eye movements, chromatic aberrations, and other supposed defects of the visual apparatus) are in fact part of what seeing is. It is one’s exercise of the mastery of just such regularities in sensorimotor contingencies in which seeing consists. What is striking for present purposes is that just as moments of stillness and inactivity may be essential to the performance of a dance, so moments of neural inactivity may be precisely what characterizes the exercise of sight. This is a fact that can only come into focus through a conception of vision as a mode of activity such as that developed by the sensorimotor contingency theory.

Considerations such as these show further, that although neural activity is necessary for vision, there need be no one-to-one mapping between seeing and occurrent neural states and processes. Vision requires all manner of neural events, but crucially, in our view, the experience of seeing itself cannot be equated with the simultaneous occurrence of any particular neural activity. This follows from the fact that, at any given moment, the brain may be inactive.

What then is the function of the brain in vision? Very generally speaking, it is to enable the knowledge and exercise of sensorimotor contingencies. Seeing, we argue, is constituted by the brain’s present attunement to the changes that would occur as a consequence of an action on the part of the perceiver. Visual experience is just the exercise of the mastery of relevant sensorimotor contingencies. An example may help to make the point clearer. Your visual appre-
a result of intracortical microstimulation, cortical lesions, digit amputation or fusion (cf.; Jenkins et al. 1990b; Merzenich et al. 1984; 1987; Wall et al. 1986), as well as the result of von Melchner et al. (2000) showing that auditory cortex of ferrets can be "rewired" to process visual information.

8.5.2. Attention and action. Rizzolatti and his colleagues have developed a "premotor theory of spatial attention" according to which, first, "conscious space perception results from the activity of several cortical and subcortical areas, each with its own neural space representation" (Rizzolatti et al. 1994, p. 232), and second, these "neural maps" directly function in the guidance of movement and action. There are not two systems, one for spatial attention and one for action. "The system that controls action is the same that controls what we call spatial attention" (p. 256). These claims dovetail with psychophysical, psychological, and neuroscientific evidence demonstrating linkages between perception and motor action. For example, Kustov and Robinson (1996) studied "superior colliculus in monkeys as they shifted their attention during different tasks, and found that each attentional shift is associated with eye-movement preparation" (p.74). Another line of evidence linking spatial attention and motor activity comes from studies of neglect in animals and humans with damage to cortical motor areas (Kinsbourne 1987; 1995; Rizzolatti et al. 1983). Neglect appears to be best understood as a difficulty in shifting attention to the affected part of the visual field. The fact that neglect should arise from damage to cortical areas serving motor activity further demonstrates the link between attention and motor activity.

8.5.3. Two visual systems: The what and the how. In the last few years, a very influential view of the structure of the visual brain has surfaced, according to which there are two streams of visual processing, a dorsal stream and a ventral stream. Opinions differ on the exact functions of the two systems, but Ungerleider and Mishkin (1992) distinguish between a dorsal "where" system devoted to localizing objects, and a ventral "what" system devoted to identifying them. A somewhat different classification has been proposed by Goodale and Milner (1992; cf. also Milner & Goodale 1995), who emphasize that the dorsal system is concerned with coordinating actions directed towards objects, whereas in the ventral system recognition and classification operations are performed which allow persons to memorize and reason about objects. Jeannerod (1997) refers to the dorsal stream as "pragmatic," in that it provides the ability to make the necessary transformations between visual input and motor output to locate an object with respect to the body, and to grasp and manipulate it, and calls the ventral stream the "semantic" system. Evidence for this latter interpretation of the two streams hypothesis comes from studies of the effects of lesions in humans (Milner & Goodale 1995). As Milner and Goodale point out, damage to the dorsal stream is associated with impairments of visuo-motor control such as optic ataxia (Harvey 1995) in the absence of impairments of the subject's ability to make verbal reports about the shape, features, and location of what is seen. Conversely, damage to the ventral stream produces visual agnosias (Benson & Greenberg 1969; Milner et al. 1991) without impairing visuo-motor functioning.

From the standpoint of the sensorimotor contingency view we propose here, the possibility of this kind of double dissociation is not surprising. In our view, seeing is an activity depending on a broad range of capacities, for example, capacities for bodily movement and guidance, on the one hand, and capacities for speech and rational thought, on the other. To the extent that these capacities are independent, it is not surprising that they can come apart in the manner described. It is not surprising, therefore, that the dorsal system can operate in relative isolation from the ventral system.

These points lead us to doubt, on certain interpretations at least, Milner and Goodale's claim that what the visual agnosia patient DF (who retains normal visuo-motor skill) lacks is visual awareness of what she sees. Milner and Goodale suggest that, like DF, normals carry out visually guided actions using information that is not present in awareness; and they say that only information in the ventral stream enters awareness. According to the view developed here (the sensorimotor contingency view), people are aware of what they see to the extent that they have control over that information for the purposes of guiding action and thought. Awareness is always, we have argued, a matter of degree. Even the distracted driver is somewhat aware of what he sees, to the extent that, if we were to ask him, he would tell us what he is looking at. The ease of DF is thus a case of what would seem to be partial awareness. She is unable to describe what she sees, but she is otherwise able to use it for the purpose of guiding action.

This may seem like a purely verbal dispute, but there is an important point at stake here. What makes the information conscious or aware, in our view, cannot consist just in the activity or lack of activity in a certain brain region (e.g., the ventral stream). Consciousness or awareness is not a property that informational states of the brain can just come to have in that way. Rather, visual awareness is a fact at the level of the integrated behavior of the whole organism. The work of Milner and Goodale suggests that damage to the ventral stream disrupts non-visuo-motor aspects of seeing. This is an important finding. But it would be a mistake to infer from this that the ventral stream is therefore the place where visual awareness happens.

Apart from the above provisos, the "two visual systems" view fits well with the position we develop in this paper. First, as expected from the sensorimotor contingency based approach, at the neural level there is a tight connection between seeing and moving. Second, the two-systems approach provides evidence supporting a claim we have made at different stages in this paper, namely, that seeing does not depend on the existence of unified representations of what is seen. In the two-systems approach, for example, there is not one single representation of space in the brain.

In this connection, it is worth mentioning here that the "two visual systems" approach is also relevant to the scheme for classifying sensorimotor contingencies introduced in section 2.

Processing in the two streams will in general have to be done in different coordinate systems. In order to allow reaching for an object and manipulating it, the "where" system will have to make use of the position of the object relative to the observer's body. On the other hand, in the "what" system, recognition and classification of an object will require knowledge about the intrinsic shape of the object within an object-centered coordinate system, irrespective of the observer's position with respect to it.

This distinction between an observer-centered and an
object-centered coordinate system is relevant to our classification of sensorimotor contingencies. In section 2 we emphasized that there are a subset of contingencies which are due to the particular spherical structure of the eyes, to the way they move, and due to the fact that sampling is being done by means of a two-dimensional perspective projection taken at a certain distance from the object, through optics and via a retinal mosaic that have very particular properties. These visual-apparatus-dependent rules are also constrained by the fact that the objects and the eyes are embedded in three-dimensional space (rather than, say, two-dimensional space): laws of variation like the inverse square law for the amount of light reaching the eye, the linear relation between distance and projected size, will be common to all objects which are sampled through the visual apparatus.

If we were to construct a neural network connected to an eye-like input device and to a muscle-like eye-mover, and have it learn the rules of dependency between its input and output, then the first rules which the neural network would adduce would be apparatus-based rules like the ones we have just described: these rules apply in all reasonably rich environments, irrespective of the objects contained in them. Furthermore, we see that the coordinate system useful to the neural network would be the observer-based coordinate system, since what has to be learnt by the network is those (in)variance laws of the space of sensorimotor contingencies which are occasioned by the observer’s own movements. This learning would also provide the system with the notion of “self,” since it will allow it to distinguish between parts of its environment which it can systematically control, and parts which it cannot. The notion of “object” would also be something that would emerge from such learning: an object is something which can be removed and put back into the visual scene. These facts about what might be called object-combinatorics are independent of the identity of the objects themselves, and are related simply to their intrinsic “objectness” and their embeddedness in three-dimensional space. It is possible that the dorsal “where” system could have evolved to serve this function.

The second subset of sensorimotor contingencies we referred to in our classification was the subset which we described as “object-related.” These contingencies are those that allow objects to be distinguished from one another, and to be recognized independently of their position and orientation. Clearly, a neural network which was trying to adduce laws of (in)variance from sensorimotor contingencies of this kind would have an advantage in coding information in object-centered, rather than observer centered coordinates. This is known to be the case for the ventral “what” system, which could have evolved for this purpose.

Note that our classification into apparatus-related and object-related sensorimotor contingencies is a somewhat artificial division. Many of the laws underlying sensorimotor contingencies could be said to be related both to the visual apparatus and to the nature of objects. For example, the fact that objects are embedded in three dimensional space has the consequence that they can show only one face to the eye, and that as they are turned or as the observer turns around them, different parts appear and disappear. These facts are both a consequence of the fact that the eye is operating from a distance and so capturing only a single point of view – an aspect of the apparatus, – and a consequence of the fact that objects have different sides – an aspect of the objects.

8.5.4. Downward causation. There is considerable evidence that when neural correlates of consciousness have been found, they are sensitive to mood, attentional set, and task. Varela and Thompson (e.g., Thompson & Varela 2001) have referred to the modulation of individual neurons by patterns of activity of populations of neurons and also by the attitude or set of the whole animal as “downward causation.” So, for example, as stressed by Varela (1984) and Varela et al. (1991, p. 93; see also Pessoa et al. 1998, p. 736; Thompson 1995, p. 217; and Thompson & Varela 2001), responses in visual cells depend on behavioral factors, such as body tilt (Horn & Hill 1969), posture (Abeles & Prut 1996), and auditory stimulation (Fishman & Michael 1973, Morell 1972). Other studies show that attention and the relevance of a stimulus for the performance of a behavioral task can considerably modulate the responses of visual neurons (Chelazzi et al. 1983; Haemyn et al. 1988; Moran & Desimone 1985; Treue & Maunsell 1996). Leopold and Logothetis (1999) themselves write of binocular rivalry:

We propose that the perceptual changes are the accidental manifestation of a general mechanism that mediates a number of apparently different behaviors, including exploratory eye movements and shifts of attention. We also propose that while the different perceptions of ambiguous stimuli ultimately depend on activity in the ‘sensory’ visual areas, this activity is continually steered and modified by central brain structures involved in planning and generating behavioral actions. (Leopold & Logothetis 1999, p. 254)

Leopold and Logothetis suggest that to understand perceptual reversals of the kind encountered when we view an ambiguous figure, or when we undergo binocular rivalry, it is necessary to consider not only neural activity in the visual cortex, but the animal’s capacities for thought and action.

8.5.5. Upshot. Work in these and other areas provides evidence in favor of ways of understanding the role of the brain in vision and consciousness that are different from the ideas in the neural correlate of consciousness and binding problem research programs. Like work in the fields of dynamic systems theory (e.g., Kelso & Kay 1987) and embodied cognition both in robots and in animals or humans (Alimomnos 1992; Bajcsy 1985; Ballard 1991; Brooks 1991; Clancey 1997; Cotterill 1995; 1997), this research suggests the importance of accounts of the brain as an element in a system, and not, as it were, as the seat of vision and consciousness all by itself.

9. Conclusion

In this paper we have put forward a new framework for thinking about the nature of vision and visual consciousness. The solution to the puzzle of understanding how consciousness arises in the brain is to realize that consciousness does not in fact arise in the brain! Visual consciousness is not a special kind of brain state, or a special quality of informational states of the brain. It is something we do.50 From this point of view, understanding vision amounts to understanding the various facets of the things people do when they see. We suggest that the basic thing people do when they see is that they exercise mastery of the sensorimotor contingencies governing visual exploration. Thus, visual sensation and visual perception are different aspects of a person’s skillful exploratory activity (that is, exploratory activity guided by practical knowledge of the effect move-
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1. Cf. also Abeles & Prut (1996); Milner (1974); von der Malsburg (1983); Kahn et al. (1997); Rodriguez et al. (1999).

2. To suppose otherwise is to assume a particular account of psychoneural correspondence. But surely, how neural processes underwrite perceptual experiences is precisely what requires examination.


4. Koenderink (1984b) gave an example of how the shape of a tomato changes as you look at it from different angles. He called this the "aspect graph" or "visual potential" of the tomato. The concept of aspect graph has since then been extensively investigated in artificial vision.

5. This classical reasoning is an instance of what Pessoa et al. (1998) call "analytic isomorphism," that is, the view that at the neural substrate of an experience there must be an isomorphism between percept and substrate. Analytic isomorphism comes up again in our discussion of the neural basis of vision in section 8.

6. Koenderink (1984a) has a very perspicacious discussion of what it is to perceive, rather than simply to record information, where he makes this point.

7. Heil (1983), agreeing with Gibson and rejecting Müller's idea of physiological "channels" associated with different senses, also attempts a taxonomy of the different senses but does not suggest the idea that it could be the laws obeyed by the sensorimotor contingencies that are the essential fact that differentiates them.

8. Note that it could be claimed that Müller's idea of specific nerve quality could be salvaged by supposing that what differentiates the senses is different calculations that are done in the different pathways. This was suggested by Wittmann, Pöppel, and Schill, reviewers of the original version of this manuscript. In a way this is what is being proposed by the present approach, although we emphasize that the calculation itself is not enough. What is needed is for the structure of the input/output relationships to obey different laws.

9. Note that we have been careful not to say that vision or horseriding provide different experiences: the experience is the fact of engaging in the activities. The activities, we claim, are not providing an experience – though people often use the word provide in this way, we claim this is a figure of speech, and not indication of a true experience-generating mechanism. It is precisely this kind of misunderstanding which gives rise to the problem of the explanatory gap. Cf. section 6.3.

10. The possibility of machine awareness raises issues that go beyond the scope of the present discussion. We note here that because we admit that awareness comes in degrees, we are willing to say that to the extent that machines can plan and have rational behavior, precisely to that same extent are they also aware. But clearly, given the limitations of current machines' planning and rational behavior, and given the lesser diversity of their environmental interactions, the degree of awareness will be accordingly limited. If a chess-playing machine were able to purposefully lose a game so as to avoid upsetting a child, or if a medical diagnosis system were able to lie to a cancer patient about his condition, we would be more willing to accord higher degrees of awareness to it.

11. Merleau-Ponty (1968) has also compared vision to palpation.

12. We unfortunately became aware of Järvelähto's work too late to be able to give it full consideration.

13. Järvelähto (1999) has also made this point.
14. It is often assumed that transients must necessarily direct attention to a location. But presumably location is only one feature of visual stimuli, and in the brain, location may have a similar status to other features, like color, orientation, contrast, etc. Could it be that attention can be directed to aspects of a stimulus defined by such other features? For example, is it possible to direct attention to all the red items in a scene, or to scene region constituted by a 3D surface? Cf. Pylyshyn (1984) on this issue.

15. An excellent discussion of these topics can be found in Thomas (1999), who makes a convincing argument in favor of an "active perception" approach very similar to ours.

16. As observed by Stephen LaBerge (personal communication).

17. They observed no eye movement advantage but less than 50% correct performance in counting a grating pattern of identical vertical bars: it may be that the observers were using a strategy of estimating the number of bars by evaluating the number on the basis of the overall width of the pattern.

18. A portion of the existing data purportedly measuring the extraretinal signal under conditions of normal viewing can, to some degree, probably be explained by assuming that they are due to purely retinal effects (smear, retinal persistence, differences in spatio-temporal effects in central and peripheral vision; cf. O'Regan 1984).

19. It could be argued that people actually do have a detailed, picture-like internal representation of the outside world, but that it is destroyed at each saccade or on interruption by flicker and other transients. Alternately, as suggested by reviewers Wittmann, Schll, and Pöppel of our manuscript, it may be that we deceive ourselves as to the amount of detail we think we see in the representation. Such arguments are hard to square with data showing interaction of the change blindness effects with central/marginal interest manipulations, and with the data from the "mudspash" experiments, among others. (cf. O'Regan et al. 1996; Rensink et al. 1997; 2000). Similar alternatives have also been discussed by Simons (2000b).

20. This view of the phenomenology of color perception is related to the idea of D'Zmura and Lennie (1986), who suggest that nonhomogeneity in retinal cone distributions could indeed be made use of by the visual system to determine surface reflectances. But in general, most current views of color perception assume that perceived color derives from applying some kind of color constancy calculation to the output of the long, medium, and short wavelength cone channels. The idea that perceived color is not the output of a constancy calculation, but rather is constituted by the applicability of laws of variation under eye movements, lighting conditions, and surface movements, appears not to have been seriously investigated up to now.

21. Broackes additionally notes: "And if it is puzzling how a dynamic property can make itself manifest in a static perception ("how can a disposition to present a variety of appearances be visible in a single appearance?"); then we already have, in familiar discussions of aspect-shift, the theoretical apparatus for a solution. It is because there is the echo of a thought in sight." Broackes quotes Strawson (1974, pp. 52–53) who says: "To see [a newly presented object] as a dog, silent and stationary, is to see it as a possible mover and Barker, even though you give yourself no actual images of it as moving and barking."

22. Broackes says that contrary to what he said in Broackes (1992), he is either protanomolous or protanope. (Broackes, personal communication.)

23. Cole (1991) has also invoked these studies in a functionalist defense against the inverted spectrum problem.

24. Curiously, many people wearing normal glasses seem to voluntarily peer over the rims of their glasses when they look at you, as though this procured some kind of advantage in seeing.

25. Dolezal stresses that the use of the terms upside down and right side up is confusing, and guards against saying that the world comes again to appear right side up. He says that in his experiment the final state of adaptation could be distinguished from the state before the experiment. Part of the reason for this could be that the duration of the adaptation was performed limited, and because of inverting goggles necessarily involves other constraints like the limited field of view and the weight of the apparatus. Howard and Templeton (1966) also stress the need to be wary of the terms upside down and right side up (see also Linden et al. 1999; Smith & Smith 1962).

26. Chapter 8 in Taylor's book contains a detailed, behaviorist theory of the effects of inversion of the visual world, referring to specific results of Stratton, Ewert, and Kohler. The outcome appears to be that the observed adaptation effects are to be expected, and that the nativist theory is "shattered" (p. 168). The chapter includes a mathematical appendix by Seymour Papert, who was the subject in Taylor's left-right inversion experiment.

27. The situation may be similar to what happens when you move to a new town, and attempt to orient yourself. It takes some time before local and global landmarks merge into a coherent representation of the town. Until that happens (and it may never do), you may make gross mistakes. For example, you may be perfectly able to orient yourself locally, but be unable to correctly indicate the direction of a well-known global landmark.

28. Beddor (1995) has a theory of perceptual learning which is related to the theory presented here.


31. The following quote from Haines (1991) is an example: "Pilot F was a high-flight-time Captain who demonstrated exceptionally good performance both with and without HUD. The runway obstruction run was his seventh data run. He indicated his 'Decision (140 ft) . . . to land (110 ft)', and proceeded to do so. The experimenter terminated the run at an altitude of 50 ft. The pilot was surprised. Captain: 'Didn't get to flare on this one.' First Officer: 'No you didn't . . . I was just looking up at it (the picture) disappeared, and I thought I saw something on the runway. Did you see anything?' Captain: 'No, I did not.' The experimenters suggested that an equipment failure was probably to blame. Both of these pilots saw the obstruction during the second exposure without HUD (13 runs and 21 runs later, respectively) and executed missed approaches. Later, when he was shown the videotape of this run, Pilot D said, 'If I didn't see it (the tape), I wouldn't believe it. I honestly didn't see anything on that runway.'"

32. In Noë & O'Regan (2000) we discuss some philosophical aspects of the inattentive blindness work.

33. This demonstration may not work if the file is being viewed on the web or has been printed with the option of substitution of typography enabled. The point is that there are two ways of forming an "a"; one similar to the hand-written α (a circle with a line next to it), and one similar to a typewriter a. If hand-written-like as are mixed into a text, provided they have the same height and density as normal as, this will generally not be noticed.

34. The word "of" is repeated. Repeatedness of the word "the" can also be easily missed.

35. There are nine f's. Many people fail to count the f's in the three occurrences of the word "of."

36. In fact sensation itself is an abstraction, as already noted by James (1890/1950, vol. 2, p. 3).

37. Humphrey and Humphrey (1985) quote a blind man (D. Lepofsky, 1980) who has used a binaural sonic sensor mounted on eyeglasses for 5–10 hours a week for three years: "I am at the point that I react very naturally to its signals. I no longer have to think about what each signal could mean, rather, I react instinctively. I go around someone on the sidewalk without even realizing I've done it: that's how much a part of you it becomes."

38. Lenay et al. (1999) have discussed other reasons why TVSS systems have met with less enthusiasm on the part of blind people than might have been expected. He says: "Ce que cherche l’aveugle qui accepte de se plier à l’apprentissage du dispositif de
couplage, c’est d’avantage la connaissance de ce dont les voyants lui parlent tant : les merveilles du monde visible. Ce qu’il espère, c’est la jouissance de cette dimension d’existence qui lui est inconnue. Or, ce n’est pas ce que donne ces dispositifs. Il y a de fait, de nombreuses différences entre le couplage artificiel et notre couplage visuel : il n’y a pas de couleur, peu de points, une caméra dont les mouvements sont difficiles et limités, ce qui donne une grande lenteur à la reconnaissance de la situation. Ce couplage sensori-moteur ressemble bien par certains aspects à celui de notre vision, mais l’expérience qu’il perçoit est toute différente, comme peuvent d’ailleurs bien le comprendre les voyants qui se prêtent à son apprentissage. Le dispositif de Bach-y-Rita ne réalise pas une substitution sensorielle, mais une addition, l’ouverture d’un nouvel espace de couplage de l’homme avec le monde."

39. Howells (1944) cited by Taylor (1962, p. 246) is an interesting example where association of a low and high pitched tone with red and green respectively, over 5,000 trials, gave rise to a perception of white being tinged with red and green when white was associated with the tones.

40. Bedford (1995) has a theory bringing together the McCollough effect and adaptation to prism displacement which is similar in concept to the present theory.

41. Of course, this is not to deny that vision may, under certain circumstances, involve feelings or sensations of a non-visual nature. For example, if you are trying to track the movement of an object without moving your head, you may feel a certain distinctive eye strain. If you witness an explosion, you may feel dazzled in a way which causes definite sensations in the eyes. If vision is, as we have argued, a mode of activity, then there may be all sorts of features that the activity consists of which in this way contribute to its "felt character." But crucially these are not intrinsic or defining properties of the experiencing, that is, they are not what philosophers think of as qualia. They are rather more or less accidental accompaniments of the activity of seeing on a particular occasion. Note, similar points can be made for the other sensory modalities. Bach-y-Rita (1996) has noted that perceptual experience may have a qualitative aspect in yet another sense. For those capable of vision, certain experiences may have a definite affective quality. This affective quality was reported to be absent in the quasi-visual experiences of patients using TVSS. So, for example, such patients lacked the familiar "feel" of emotion and familiarity when looking at a picture of a loved one, or the erotic charge that may be delivered by certain images in normal perceivers. Bach-y-Rita reports these differences as differences in qualia. This usage differs from that in the philosophical literature. In any event, we do not deny that experiences may be associated in this way with affect. In fact, the sensorimotor contingency view offers a basis from which to explain what may be going on here. One might speculate that what prevents tactile visual experiences from acquiring a full affective charge is the fact that tactile vision is not perfectly mastered, that is to say, it is not fully integrated into a sensorimotor skill set. A direct consequence of this strangeness is the fact that one’s intimate dealings with one’s loved ones have not been mediated by the exercise of the relevant sensorimotor skills.

42. Of course, when you drive a Porsche for the first time, you may at first lack confident knowledge of how the car will respond to your actions. Insofar as you are an experienced driver of cars, you will exercise confident mastery of how to drive. In so far as you are new to Porsches, you may be tentative and exploratory. You try to learn how the car performs. The distinctive feel of driving a Porsche for the first time thus can be understood to differ from the experience of the connoisseur.

43. One of the hallmarks of the tradition known as Phenomenology, associated with the work of Husserl and Merleau-Ponty, is a clear and rigorous conception of the methodology of first-person investigations of experience. Of great importance for appreciating this tradition, Husserl and Merleau-Ponty make contributions toward the development of a first-person study of consciousness which does not rely on the problematic conception of qualia criticized above. We are broadly sympathetic to work in this tradition. For recent contributions, see Varela and Shear (1999) and Petitot et al. (1999). Other traditions may also provide methods and concepts for first-person investigations of experience, for example, the mindfulness-awareness tradition in Tibetan Buddhism. See Varela et al. (1991). Our use of the term “phenomenology” above, however, is not meant to refer specifically to these traditions but, rather, to the general problem to the solution of which these traditions may make a contribution. Our central aim above is to make clear that we do not believe that there is any incompatibility between the sensorimotor contingency theory and a more full-blooded phenomenological project.

44. This has been shown for example by Chun and Nakayama (2000) in the context of experiments on change blindness (cf. also Chun & Jiang 1998).

45. An interesting question arises about the relation between what we think of as the animal’s active engagement with the world and what, in the Phenomenological Tradition, is known as the lived-body. This is a subject for further inquiry.

46. Research in the Phenomenological Movement associated with Husserl and Merleau-Ponty is concerned precisely with the development of just such first-person methods. It is ironic that Dennett criticizes Phenomenology from the heterophenomenological perspective (see, e.g., Dennett 1991, p. 44), since, as noticed by Thompson et al. (1999) and also Marbach (1994), Dennett’s mis-descriptions of experience often turn on misunderstandings that have been clearly understood as such within the Phenomenological Tradition.

47. In a criticism of Crick and Koch’s arguments, Cogan (1995) also suggests that the notion of “perceptual moment” may not be useful. Dennett (1991) notes a similar point in his “multiple drafts” theory of consciousness.

48. A similar argument was made in section 5.5 with regard to the “filling in” of the blind spot: there may actually be what look like filling in processes in the brain, but these cannot be what provide us with the impression of the blind spot being filled in.

49. Of course, it is possible by attending to blinks (or eye movements), to become aware of the change in sensory input that they cause. But normally people do not attend to blinks or eye movements, and do not notice them. Certainly they do not attribute the sensory interruptions they cause, to changes in external objects.

50. Varela et al. (1991) and Thompson et al. (1992) also make this point. In their terminology, consciousness is something we enact.
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Editorial commentary

Let us simplify the problem of “consciousness” or “visual consciousness”: Seeing is feeling. The difference between an optical transducer/effector that merely interacts with optical input, and a conscious system that sees, is that there is something it feels like for that conscious system to see, and that system feels that feeling. All talk about “internal representations” and internal or external difference registration or detection, and so on, is beside the point. The point is that what is seen is felt, not merely registered, pro-
cessed, and acted upon. To explain consciousness in terms of sensorimotor action, one has to explain why and how any of that processing is felt; otherwise one is merely giving an optokinetic explanation of I/O (Input/Output) capacities (and of whether those capacities are actually or optimally generated by sensorimotor contingency processors, analog representations, symbolic representations, or other forms of internal structure/process), not of the fact that they are felt. Nor will it do to say “qualia are illusions.” Qualia are feelings. Am I under the illusion that I am seeing (i.e., feeling) something right now? What is the truth then? That I am not feeling, but merely acting? No, I’m afraid Descartes had it right. Certain things are not open to doubt. They either need to be explained, or passed over in silence, in favor of the unfelt correlated functions that we can explain (Harnad 1995; 2000; 2001).

Visual conscious perception could be grounded in a nonconscious sensorimotor domain
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Abstract: Visual conscious perception could be grounded in a nonconscious sensorimotor domain. Although invisible, information can be processed up to the level of response activation. Moreover, these nonconscious processes are modified by actual intentions. This notion bridges a gap in the theoretical framework of O’Regan & Noë.

According to O’Regan & Noë (O&N), conscious perception depends on actually applied sensorimotor contingencies, and the authors provide a wealth of data that convincingly support this notion. Although the argument is not entirely new (e.g., Gurwitsch 1964; Strass 1963), it deserves repetition, because it is important, and seems to have been unacknowledged or forgotten by many. However, O&N do not detail which processes give rise to specific conscious content. Several alternatives are conceivable: Inadequate phenomenal content could be replaced by adequate content, less precise by more precise, or nonconscious data could give way to phenomenal content. Data from our laboratory suggest that the latter possibility may be a valid option.

Ruling out residual conscious perception. In reply to the repeated methodological critique of studies of nonconscious visual information processing (Dulany 1997; Erikson 1960; Holender 1986; Reingold & Merikle 1988), Klotz and Neumann (1999) convincingly demonstrated that visual information, backward-masked and definitely not consciously perceived, was nonetheless processed. In that study, invisible primes led to an increase of reaction time (RT) to a visible target if they indicated alternative responses compared to the targets, and to faster responses if they indicated the same responses as the targets. Most noteworthy, Klotz and Neumann found no evidence for a residual conscious perception of the invisible primes: although forced-choice judgments, and confidence ratings to signal the presence of the primes were employed, judgments were made under a variety of different instructions (e.g., speeded vs. non-speeded), and transformed to the most sensitive index of residual perception (d’; Green & Swets 1966), and although feedback, training, and high monetary rewards for correct performance were provided.

Direct parameter specification. Some historical theories of nonconscious processing may have been far-fetched or difficult to test, but several recent conceptions are not characterized by these shortcomings (Bridge man 1992; Milner & Goodale 1995; Neumann 1989; 1990). For example, according to Neumann’s (1989; 1990) concept of direct parameter specification, visual information can be used to specify the final open parameter of an overt response without a conscious percept of the critical information, provided that action planning has been completed. Two predictions derived from this theory were successfully tested: a response activation by invisible information, and the dependence of the processing of the nonconsciously registered information on actual intentions of the agent. Both results also support the assumed role of sensorimotor processes for conscious perception as outlined above.

First, the activation of responses by invisible information was demonstrated by showing that invisible primes interfered more strongly with responses to visible targets if the primes indicated an alternative response than if they indicated no response (Ansorge & Neumann 2001; Ansorge et al. 1998; Jaskowski et al. 2002; Klotz & Neumann 1999; Klotz & Wolff 1995; Leuthold & Kopp 1998; Neumann & Klotz 1994). Moreover, response activation by invisible primes was also evident in the lateralized readiness potential (LRP) of the EEG, which reflects activity in motor areas of the human cortex (Dehaene et al. 1998; Eimer & Schlaghecken 1998; Leuthold & Kopp 1998; Neumann et al. 1998). Second, the processing of the invisible primes apparently depended on actual intentions of the agents. Participants had to know which specific information was mapped to which alternative response at least 250 msec prior to the invisible primes (Neumann & Klotz 1994, Experiment 4). Otherwise, the primes’ impact was compromised, presumably because time was too short to transform the mapping rule into a corresponding intention. Likewise, if primes did not contain information appropriate to specify one of the required responses, they did not interfere at all (Ansorge & Neumann 2001, Experiment 3).

In sum, processing of nonconsciously registered information can indeed be sensorimotor (i.e., up to the level of response activation) and is determined by aspects of the actual situation (i.e., by the currently active intentions), supporting our notion that information might be applied in the course of mastering sensorimotor contingencies prior to the conscious perception of the same information. Besides, it seems that rather diverse visual features can be processed in the nonconscious sensorimotor domain. Evidence for response activation by invisible shape (Klotz & Wolff 1995), position (Neumann & Klotz 1994), color (Schmidt 2000), and even semantic information (Dehaene et al. 1998) has been obtained.

The functional value of processing nonconsciously registered visual information. Our proposal provides an answer to the question of what the functional value of processing nonconsciously registered visual information might be.

Of course, virtually everybody would agree that it takes time to consciously perceive, so that visual information remains nonconscious at least during an initial phase of information processing. A very important aspect of our proposal is that even motor processes involving the most peripheral effectors might be part of this initial phase. It is the organism that processes information into conscious content, not one of its (central) organs – its brain, or whatever subunit of it. Like data employed in processes of an organism’s brain, those used in sensorimotor coordination could therefore in principle remain nonconscious; for example, if the processing sequence is interrupted prior to conscious perception. But, what is more, this notion suggests how specific information that is not consciously perceived might nonetheless routinely contribute to phenomenal aspects in a more unspecific way. For example, the felt veridicality of the content of conscious perception could be grounded in verifying visual information in a consciousness-independent domain of sensorimotor coordination.

In conclusion, in addition to its evident power in explaining aspects of phenomenal content, O&N’s theory provides a useful framework for integrating conscious and nonconscious functions.
The role of the brain in perception
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Abstract: The recent interest of cognitive- and neuro-scientists in the topic of consciousness (and the dissatisfaction with the present state of knowledge) has revealed deep conceptual differences with Humanists, who have dealt with issues of consciousness for centuries. O’Regan & Noé have attempted (unsuccessfully) to bridge those differences.

Commenting on the chasm between scientific and philosophical analyses of human consciousness, Gardner (2001) stated, “For centuries humanists have cherished consciousness as their domain...” For most of the last century, behavioral scientists espoused that consciousness is a mode of exploration of the world that is mediated by knowledge, whereas my brain does not.” This would appear to be consistent with O’Regan & Noé’s (O&N’s) view; however, it is challenging for neuroscientists to comment on a target paper that appears to see little role for the brain in vision, perception or consciousness, with statements such as “The solution to the puzzle of understanding how consciousness arises in the brain is to realize that consciousness does not in fact arise in the brain!” (target article, Conclusion).

There is reason for dissatisfaction with the present state of knowledge about brain mechanisms related to vision and consciousness, and many of us share it. Cartesian dualism and its “duet in the brain” (therefore also the notion of “pictures-in-the-head”), as well as the “grandmother cell,” are outmoded. There is reason for dissatisfaction with the present state of knowledge about brain mechanisms related to vision and consciousness, and many of us share it. Cartesian dualism and its “duet in the brain” (therefore also the notion of “pictures-in-the-head”), as well as the “grandmother cell,” are outmoded. These concepts evolve very quickly over time, and carry with them traces of phylogenetically older representational content in their initial “stages.” The very first sensory representations and responses were quite local to the membrane-environment interface, “but with further evolutionary development... representations evolve which, if activated and used, gradually take over the function of the site where sensitivity and perceptibility actually rest.”

The authors are not alone in rejecting the notion that there are internal pictorial representations. Even in his earlier work, Kosslyn (1980) described mental image representations as “quasi-pictorial entities” as opposed to actual “pictures-in-the-head.” What does seem clear is that people can generate internal spatial-like representations and use them in their minds (e.g., navigating based on cognitive maps, recognizing meaningful patterns in stimulation based on learning, and even in developing scientific theory (Shepard 1978). Shepard (1978) has also argued that mental images are not “pictures-in-the-head.”

Visual awareness relies on exogenous orienting of attention: Evidence from unilateral neglect
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Abstract: Unilateral neglect stems from a relatively selective impairment of exogenous, or stimulus-related, orienting of attention. This neuropsychological evidence parallels “change blindness” experiments, in which normal individuals lack awareness of salient details in the visual scene as a consequence of their attention being exogenously attracted by a competing event, suggesting that visual consciousness requires the integrity of exogenous orienting of attention.

O’Regan & Noé (O&N) propose a new account of vision according to which seeing is a way of acting. In this approach, vision is a mode of exploration of the world that is mediated by knowledge of what the authors call sensorimotor contingencies. Thus, when we look at an object, the visual quality of its shape is the set of all potential distortions that this shape undergoes when it moves relative to us or when we move relative to it. Although this is an
infinite set, the brain can abstract a series of laws from it and it is this set of laws which codes shape. The idea that the world constitutes an outside memory and that we only see what we are currently attending to, is consistent with the results of "change blindness" experiments reviewed by O&N in the target article. These experiments demonstrate that in many cases normal observers have great difficulty seeing changes, even though the changes are very large and occur in full view. This phenomenon, observed in normal healthy subjects, is a reminder of neglect symptoms often observed after a unilateral posterior brain damage. Patients suffering from left neglect after right brain damage fail to respond, attend to and explore left-sided stimuli.

We agree overall with the authors concerning the importance of sensorimotor contingencies of vision and find that many arguments in the target article are fascinating. Although the authors invoke some evidence from neuropsychological disorders of vision (unilateral neglect, visual agnosia) to support their hypothesis (sect. 8.5), we feel that the question of how their theory can account for these disorders should be further developed. For unilateral neglect, one could imagine an impairment of the sensorimotor contingencies concerning the left hemispace. This loss would explain the impossibility to process left-sided objects. However, it is now well known that there is no clear-cut division between a left neglected hemispace and a right unimpaired hemispace; rather, neglect patients show a gradient of performance continuously ranging from left to right. Along those lines, left neglect could result from either a disruption of leftward shifts of spatial attention, or a facilitation for rightward attentional shifts, or both. In this framework, the sensorimotor account of vision could perhaps benefit from a more explicit reference to a directional component. The positive effects of some rehabilitation techniques are consistent with the hypothesis of an impairment of the patients' knowledge of the sensorimotor contingencies associated with leftward orienting. Neglect patients can benefit from maneuvers combining sensory and motor demands, such as scanning the environment from left to right, moving actively the left limb while exploring the extrapersonal space, or actively adapting to optical prisms that displace rightwards the visual scene. These techniques might be understood as temporarily restoring patients' knowledge of sensorimotor contingencies associated with leftward orienting.

Considering the dichotomy between "exogenous" or stimulus-related and "endogenous" or strategy-driven orienting of attention, a large amount of evidence suggests that left neglect patients suffer from a relatively selective impairment of exogenous orienting with a relative sparing of endogenous processes. Interestingly, change blindness experiments also seem to imply exogenous orienting: a visual transient attracts attention at a specific location and entails a lack of awareness for concurrent events.

Regarding the need to postulate the existence of mental visual representations, it has been proposed that neglect could result from a lateralized amputation or a distortion of the mental representation of external space.

However, O&N deny that visual experience arises because an internal representation of the world is activated in some brain area. Visual experience would rather be a mode of activity involving practical knowledge about currently possible behaviors and associated consequences. Indeed, neglect patients do not necessarily show any representational disorder. To illustrate this point, we present the case of a 66-year-old male patient suffering from a left hemiparesis and left neglect signs two months after an ischemic lesion in the territory of the right anterior choroidal artery. We asked this patient to draw a butterfly from memory (Fig. 1), first with (upper panel), and then without (lower panel) visual guidance (while blindfolded), whereupon left neglect disappeared.

This observation confirms that left neglect may occur without any lateralized disorder of mental representation. In accordance with the hypothesis of an impaired exogenous orienting of attention in neglect, and similarly to the change blindness experiments, we propose that when drawing with visual guidance the patient's attention was attracted by the right-sided half just drawn, thus provoking the omission of left details. More generally, this confirms that a bias in exogenous orienting may entail a dramatic lack of awareness for visual events when a competing stimulus attracts the subject's attention.

For this reason, attentional orienting could be viewed as one of "the mechanisms of consciousness" (Posner 1994), thereby resolving the risk of tautology which, according to O'Regan & Noë, may affect attentional accounts of visual awareness.

NOTE

1. As a matter of fact, there is growing evidence that directional trends such as reading habits influence visual perception in normal individuals. Normal subjects demonstrate opposite biases as a function of their reading habits (from left to right or right to left like Hebrew or Arabic readers) in a variety of visuo-spatial task such as line bisection, line extension or aesthetic judgment.
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Abstract: The sensorimotor theory of vision is the best attempt yet to explain visual consciousness without invoking a Cartesian theatre. I suggest three experiments which might test the theory.

If we were thinking clearly about consciousness we should surely have crossed James’s (1890) “fathomless abyss” by now, but we have not. I agree with Dennett (1991) that the root cause of our confusion is the seductive lure of the Cartesian theatre (CT) (that mythical place where consciousness happens; that imaginary container of the “contents of consciousness.” Most existing theories—though their proponents deny it—entail some form of Cartesian theatre. Global workspace models do so, as do most current attempts to find the neural correlates of consciousness. Put at its simplest (and perhaps most extreme) we can say this. Ask the question “what is in my consciousness now?” (Or “what is in x’s consciousness at time t?”). If you believe there is an answer then you are imagining a Cartesian theatre.

O’Regan & Noë (O&N) provide the best attempt yet to escape from the clutches of the CT. Their theory is exactly the kind of bold departure that is needed. But is their theory right? And do they go far enough?

O&N suggest that “it is not possible to subject a general framework to direct verification.” However, I think some of their central claims can be tested and I offer here three suggestions for doing so. These are not easy tests to perform but I hope they may reveal how different are the predictions of this theory compared with other, more traditional, theories of vision and visual awareness.

1. Scrambled vision. Traditional experiments using inverting goggles show that people gradually learn to see the world “the right way up,” but during the learning phase they suffer two competing views, as described by O&N. We might imagine that in some way they gradually learn to invert their mental picture of the world. In the proposed experiment people would wear goggles that completely scrambled the visual input (this scrambling might also include blind spots, bars, or other gaps without affecting the argument). If O&N are correct, the new sensorimotor contingencies should be no more difficult to learn than with a simple inversion, but this time the subjects would effectively begin their learning blind. Their visual input would appear as noise and they would see nothing meaningful at all. As they learn the new contingencies by visual manipulation they would gradually come to see again. This new seeing would, if the theory is correct, be experienced as just like ordinary seeing. I would love to know what it is like to learn to see and would happily volunteer for such an experiment.

2. Manual vision. The feelings associated with facial vision in the blind might, in the spirit of O&N’s theory, occur because the sensorimotor contingencies of the face and ears are linked. That is, moving the ears necessitates moving the face. In this experiment auditory feedback is provided while subjects try to detect virtual objects in front of them by manually controlling the position of virtual ears. They could then move their faces independently of moving their “ears.” In this case the theory predicts that they would feel things not on their faces but on their hands.

3. Blinded vision. Phenomena such as habituation and stabilised retinal images usually prompt only the conclusion that the visual system needs changing input to function. O&N, in contrast, propose that active manipulation of sensorimotor contingencies is required. This difference could be tested by yoking pairs of subjects together in the following way: ‘A’ subjects are able to move their eyes normally and explore a visual scene; ‘B’ subjects are given exactly the same changing visual input but their own eye movements are ineffective and uncorrelated with the input they receive. O&N’s theory makes the strong prediction that ‘A’ subjects will see normally, but ‘B’ subjects—while receiving identical visual input—will be blind.

These tests, especially the last, might help find out whether O&N’s bold theory really holds or not. If it does they will have made a huge step towards eliminating the CT since in their theory seeing is a way of acting, not a way of building up unified representations of the world—or pictures in the CT. And incidentally (though they do not mention this), it may also explain the currently mysterious profusion of descending fibers in the visual system.

Nevertheless, their attempt is not, I suggest, completely consistent. For example, they claim (in sect. 2.6) that visual awareness requires not only mastery of the relevant sensorimotor contingencies but integration of this with thought and action guidance. There are possible counter-examples in both directions. First, fast actions that are controlled by the ventral stream are not normally reported as conscious (Milner & Goodale 1995) yet they should surely count as “action-guidance.” This step is particularly odd since they helpfully point out problems with Milner and Goodale’s analysis in section 8.5.3. Second, experience in meditation suggests that it is possible to stop all thought, planning, and overt action (if not sensorimotor manipulation) without losing vision.

Finally, a few subtle hints of the CT remain—showing just how hard it is to escape altogether. Such phrases as “features of the car enter consciousness” or “are available in consciousness” (sect. 6.2) imply a CT, as do the claims that some sensorimotor contingencies are “accessible to awareness,” or are “brought into consciousness” (sect. 6.6). And there seems to be some confusion in the way they compare their views with Dennett’s. While claiming that “qualia are an illusion” (sect. 6.3) and “the conception of phenomenal consciousness itself must be. . . rejected” (sect. 6.9), they nonetheless take Dennett to task for being “insufficiently attentive to the actual phenomenology of experience” (sect. 7.3). Yet, as Dennett famously says: “the actual phenomenology? There is no such thing” (Dennett 1991, p. 365).

Building a theory that does justice to the reality of consciousness without invoking a CT is extremely hard. I think O&N, in spite of these small problems, have come closer than anyone else. Their theory is bold, testable, and a rare step in the right direction.
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Abstract: Behaviorism is a dead doctrine that was abandoned for good reason. A major strand of O’Regan & Noë’s view turns out to be a type of behaviorism, though of a non-standard sort. However, their view succumbs to some of the usual criticisms of behaviorism.

O’Regan & Noë (O&N) declare that the qualitative character of experience is constituted by the nature of the sensorimotor contingencies at play when we perceive. Sensorimotor contingencies are a highly restricted set of input-output relations. The restriction excludes contingencies that don’t essentially involve perceptual systems. Of course, if the “sensory” in “sensorimotor” were to be understood mentalistically, the thesis would not be of much interest, so I assume that these contingencies are to be understood non-mentalistically. Contrary to their view, experience is a matter of what mediates between input and output, not input-output relations all by themselves. However, instead of mounting a head-on collision with their theory, I think it will be more useful to consider a consequence of their view that admits of obvious counterexamples. The consequence consists of two claims: (1) any two
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systems that share that highly restricted set of input-output relations are therefore experientially the same; and (2) conversely, any two systems that share experience must share these sensorimotor contingencies. Once stated thus, the view is so clearly wrong that my ascription of it to the authors might be challenged. Yet, it is at least a consequence of a major strand within O&N’s theory. Perhaps this will be an opportunity for them to dissociate themselves from it. I will limit myself to claim (1).

There are some unfortunate people whose visual apparatus has been severely damaged to the point where they can distinguish only a few shades of light and dark. You can simulate this “legally blind” state at home, though imperfectly, by cutting a ping-pong ball in half and placing one half over each eye. In addition, many people are paralyzed to the point where they can control only a very limited set of behaviors, for example, eye-blinks. For someone who has both problems, visual sensorimotor contingencies are drastically reduced. In fact, it would seem that they are so reduced that they could be written down and programmed into an ordinary laptop computer of the sort we find in many briefcases. If this were done, O&N’s thesis would commit them to the claim that the laptop has experiences like those of the legally blind paralytic I mentioned. (This form of argument derives from my reply to Dennett in Block 1995a, p. 273, and has been subsequently used by Stewart 1998.)

What would those experiences of the laptop have to be like? If you put the ping-pong balls on your eyes you can get some insight into the matter. My judgement is that such experiences are no less vivid than ordinary experience, although of course greatly reduced in informational content. Perhaps O&N will say that the paralysis dims the experience to the point where it is not so implausible that the laptop has such an experience. However, people who are temporarily completely paralyzed often report normal experience during the paralyzed period. In any case, can there be any doubt that such people do have some experience, even visual experience, and that the laptop has no experience at all? I would say the same for people who are born with severe limits to their visual apparatus but report visual experience with low informational content. There is every reason to think that these people have some visual experience and that the corresponding laptop has none.

Behaviorism in one form is the view that two systems are mentally the same just in case they are the same in input-output capacities and dispositions. There are standard refutations of behaviorism. (See, e.g., Block 1995c, pp. 377–384; or Braddon-Mitchell & Jackson 1996, pp. 29–40 and 111–121.) But what really killed behaviorism was the rise of the computer model of cognition. If cognitive states are computational states of certain sorts, behaviorism runs into the problem that quite different computational states of the relevant sort can be input-output equivalent. For example, consider two input-output equivalent computers that solve arithmetic problems framed in decimal notation. One computer does the computation in decimal whereas the other translates into binary, does the computation in binary, and then translates back into decimal. Delays are added to get the two computations to have the same temporal properties. Behaviorism doesn’t fit with the computational picture of cognition; that’s why it died.

O&N’s view, in my interpretation, is a form of behaviorism. It isn’t the general behaviorism that I just described because it is about sensory experience, not about cognition or mentality in general. And so it might be thought to escape the problem just mentioned. Since it is not about cognition, O&N don’t have to worry about two different cognitive states being input-output equivalent or two identical cognitive states implemented in systems with different input-output relations. But their view is doomed by a similar problem nonetheless: the same input-output relations can be mediated either by genuine experience or by simple computations that involve no experience. Genuine experience need not have a complex computational role, and that less complex experience surely can be simulated in input-output terms by a system that has no experience. It should be equally obvious that the same experience could play different input-output roles in different systems.

Experience, attention, and mental representation
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Abstract: O’Regan & Noé make plausible that perception involves mastery of sensory-motor dependencies. Their rejection of qualia, however, is less persuasive; as is their view that we see only what we are attending to. At times they seem to oppose “internal representation” in general; I argue that they should in fact only be rejecting crude conceptions of brain picturing.

This fascinating article makes very plausible the idea that perception involves mastery of sensory-motor dependencies. (I prefer “dependencies” to the authors’ term “contingencies,” which has perhaps unfortunate connotations of non-necessity. The real issue, I don’t think, is how sensation varies with relative position of perceiver and perceived.) The authors also want to go further, however, and use the conception of sensory-motor dependency to attack the idea that perception involves an internal representation of the world. On that I have some doubts.

1. Experiences as ways of acting. O’Regan & Noé (O&N) have a direct argument that the very idea of qualia involves what Ryle (e.g., in Ch. 1 of 1949/1990) called a category mistake.

Qualia are meant to be properties of experiential states or events. But experiences . . . are not states. They are ways of acting. They are things we do. There is no introspectively available property determining the character of one’s experiential state, for there are no such states. Hence, there are, in this sense at least, no (visual) qualia. (Target article, sect. 6.3)

There is much here that goes to the heart of the authors’ views. But I suspect the argument is too quick – and not quite as grammatically careful as Ryle himself would have wanted. There is much to be said against the idea that experiences are solely passive. (Think of 20 years’ experience as the head of a secondary school, or the experience of swimming 10 miles in the rain.) But I don’t think that they see how this varies with relative position of perceiver and perceived.) The authors also want to go further, however, and use the conception of sensory-motor dependency to attack the idea that perception involves an internal representation of the world. On that I have some doubts.

If that is true, then we can’t immediately conclude that experiences are never states. It may sometimes be the case that when I act in a certain way, the world puts me into a certain state (e.g., a state of embarrassment, or of irritation). And if standing for minutes in front of a color field painting of Ellsworth Kelly’s puts me into a particular perceptual state and keeps me in it, then the authors can hardly dismiss the qualia-lovers simply for talking of properties distinctive of that perceptual state. Other arguments may do the job – there may be much wrong with the particular qualities the qualia-lovers invoke; but the present argument seems too quick.

2. Attention and the field of view. It seems attractive to say that vision typically involves the experience of a whole range of things in front of the perceiver, only some of which at any one time are the object of attention. One possible development of that view would claim that vision involves the formation of an internal image, and the thinker’s attention passes from certain things represented in parts of that image to other things represented in other parts of it. In their concern to reject the latter idea, O&N seem in danger of rejecting the first idea – which is really, I think, too important to be thrown away.

As you explore the scene in front of you, “each thing you ask yourself about springs into awareness” (target article, sect. 4.1, my
emphasis). Before you ask about a particular feature (or direct your attention to it), the information about it is "out there" and obtainable "by making the appropriate eye movement or attention shift," but, the authors insist, the information is at the earlier time "not currently available." An image of the detail in question may be "impinging on the retina," but still the item is "not actually being seen." O&N are right to remind us that when I turn my eye to the paper on the left of my desk, I start receiving information that I didn't have before: it is not true that I previously had an image of the words on that paper, and have simply come now to attend to that image. But they evidently want to go further, and deny that I was even aware of the paper before I was actually attending to it. We are under "the impression of seeing everything," but "only a small fragment of the world is actually being seen" (sect. 4.2). And the source of the mistake is that we confuse being able to see \( x \) with actually seeing \( x \) (sect. 4.6). When we have "continuous access to environmental detail," we all too readily suppose we have "continuous representation of that detail" (sect. 6.8).

In O&N's view, we never see anything that we're not currently attending to. Since presumably we only attend to a few things at a time, it is as though we see through a narrow tube of attentional consciousness, never perceiving more than is currently in the attentional field. And if my attention is newly drawn to something, it can only be to something I am not already seeing. This is extremely implausible: surely while looking at and thinking of the books in front of me, I can also be aware of the paper off to the left. If someone moves the paper, I can easily be aware of this – though of course in less detail than about the things I'm looking at directly. The authors claim that before I actually attend to the object, information is "out there" but "cannot at this moment be getting information about the paper, I am already doing so – though of course in less detail than about the things I'm looking at directly. The authors claim that before I actually attend to the object, information is "out there" but "cannot at this moment be used to control judgments and utterances" (sect. 4.1, para. 5); but that does not seems true of this kind of case. I can surely comment on gross features like the approximate size and orientation of the paper, and perhaps its color. If the authors insist that one simply cannot make a judgment about something without at that moment "attending to" it (just by virtue of thinking of it), then that again seems incorrect. Suppose that at time \( t_1 \) I look at my books, and I am rather indistinctly aware of the paper off to the left; then I close my eyes and make a judgment at time \( t_2 \) about the color of the paper I saw shortly before. Indeed at \( t_2 \) I will be "attending" to the paper, but that hardly implies that at \( t_1 \) I was doing so already.

Thus, in my opinion, O&N are too quick to dismiss the idea of simultaneous visual representation of things, only some of which are attended to. It is true that we should not mistake mere availability of information for its actual supply; but we must also avoid the converse mistake. In fact what we need is to allow that, just as information from the things we see may vary greatly in degree of detail, so also visual experience will vary greatly in degree of detail (whether or not that experience is ultimately to be described in terms of pictorial representation.

3. Representation and interpretation. O&N offer several examples to confirm their idea that we often look at something without seeing it. The intention, I think, is to discredit representationalist views that would be forced to say that an item was "seen" simply because it was within the field of view. But I suspect the authors are too quick here. If a person counts the wrong number of f's in a sentence (like the example given in sect. 5.12), this may be because they have failed to see all of the f's; but it may also be that they saw them, but somehow treated some as "not counting" (i.e., perhaps, as not important enough to be counted). Writing the sentence out accurately could be a sign that the letters had been seen, yet might still be followed by failure in the counting task. In general, anyone who believes in representations (whether "in the mind" or "in the brain") will surely give a role not only to visual representation but also to (various forms of) something like inference and conceptual interpretation. And the latter seems too quickly forgotten by the authors. Take the case of change blindness (sect. 5.10). Under particular circumstances, a person may be unaware of a change, even quite a large one, in the scene before her. But is this definitely a case where the person does not "see" something in the visual field?

We need to distinguish between seeing the change and seeing the objects in view before and after the change. It may be that the person first sees the car and later sees the wall (now visible behind); but she doesn't realize what change has occurred. We are in no position to conclude that there are no mental representations here; the problem may simply indicate weaknesses in the operations or inferences the perceiver is trying to apply to (or with) such representations. This needn't be terribly surprising: a person may minutely examine two variant drawings on the back of a cereal packet for discrepancies, and still miss them, though there is no doubt that he has seen the car in the one picture, and the wall in the other. Searching for words in a 4 by 4 matrix of letters, I may find NOSE and miss STEP, though there's no doubt I have seen all the letters, and indeed the whole matrix. The problems may lie less with perception than with further mental operations.

4. Brain representations. The authors give, I think, very good reasons to be suspicious of the idea that there are brain representations that straightforwardly mimic the features found in our own perceptual experience. Their strongest argument is a functional one: there are, for example (sect. 5.5), two sets of perceptual abilities (supported by different neural pathways – and each can apparently be disrupted while the other is left intact. Both are essential to vision, so we shouldn't expect vision to involve just a single unified representation. A similar lesson can be derived from the case (in sect. 5.9) where a person with inverting spectacles adapts in some respects but not in others: the world, for example, seems the "right way up" in general but license plates still look reversed. Here again, it seems there is more modularity and disunity than one would expect if dealing with a single brain representation.

O&N are arguing that functional disunity implies neural disunity. But if that argument is valid, then there is a case also for a converse argument, that functional similarity may derive from neural similarity. Where, for example, we find Kanisza triangles with illusory contours leading to the same kinds of behavior (under certain circumstances) as other triangles with real contours (cf. sect. 5.5), then the similarity in behavior (under those circumstances) could be very genuinely (if partially) explained if we found a place in the brain where something similar was going on in the two cases.

Perhaps the lesson is not that there are no such things as brain representations but that the representations are more distributed, fragmented, and multi-level than we thought, and they involve a variety of kinds of representation that show up in surprisingly complex ways in our capacities to get around in the world. Sometimes O&N seem to be dismissing only the crude conceptions of brain representations with "the metric properties of a picture" (sect. 5.5); at other times they seem to be dismissing "internal representation" in general (e.g., sect. 4.1). I suspect that the fascinating discussions of the present paper fail to give justification for the latter claim; I wonder if the authors might after all be satisfied with merely the former.
to stress the intimacy of conscious content and embodied action, and to counter the idea of a Grand Illusion with the image of an agent genuinely in touch, via active exploration, with the rich and varied visual scene. This is an enormously impressive achievement, and we hope that the comments that follow will be taken in a spirit of constructive questioning. Overall, we have two main reservations.

The first, which we are sure others will pursue in more detail, concerns the claim to have dissolved or side-stepped the “hard problem” of visual qualia. Even if the contents of our conscious visual experiences reflect ways of acting in the world, the hard problem surely remains. A good ping-pong playing robot, which uses visual input, learns about its own sensorimotor contingencies, and puts this knowledge to use in the service of simple goals (e.g., to win, but not by too many points) would meet all the constraints laid out. Yet it seems implausible to depict such a robot (and they do exist – see, e.g., Anderson 1988) as enjoying even some kind of modest visual experience. Surely someone could accept all that O&N offer, but treat it simply as an account of how certain visual experiences get their contents, rather than as a dissolution of the so-called hard problem of visual qualia.

But more important, to our mind, is a reservation concerning the account even as a story about the determination of experiential content. The worry is that by pitching the relevant sensorimotor contingencies (SMCs) at quite a low level (they concern, after all, such things as the precise way the retinal image shifts and distorts as we move our eyes, etc.), the authors invite a kind of sensorimotor chauvinism. By this we mean that they invite the conclusion that every small difference in the low-level details of sensing and acting will make a difference to the conscious visual experience. Thus, for instance, imagine a being whose eyes sacculate fractionally faster than our own. Some of the “apparatus-related” SMCs will then vary. But will the conscious experience itself vary? (It may come more quickly (but that is not the point). The question is: will it seem any different to the perceivers?)

We are not sure how such a question is to be resolved one way or the other. But there seems no a priori reason to believe that every difference in SMCs will make a difference to the experienced content, even if the SMCs (some of them, at some level) are indeed active in determining the content (compare, e.g., work on discriminable vs. non-discriminable differences in color).

Moreover, though we cannot defend this view in detail here (see Clark, forthcoming), there is some evidence to suggest that conscious visual experience is rather deeply tied up with the uptake of information in a form geared not to fine-tuned sensorimotor control but to memory, thought, reason, and planning (think of a somewhat weakened version of the dual visual systems hypothesis defended by Milner & Goodale 1995, and indeed mentioned by O&N). To whatever extent this is the case, it may be that the need to put the SMCs to use in the service of planning, reason and intentional action (a need properly stressed by the authors) serves as a kind of filter on the type and level of the SMCs especially relevant to conscious visual experience. Thus, we suspect that the important links between action and conscious visual content are mediated (for more on this, see Prinz 2000) by systems geared towards memory, planning, and reason.

The challenge, then, is for the authors to either refute the charge of sensorimotor chauvinism, or to show convincingly that every difference in SMC (both apparatus-related and object-related) yields a difference in visual experience.

**Whither visual representations?**

**Whither qualia?**
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Abstract: This commentary makes two rejoinders to O’Regan & Noë. It clarifies the status of visual representations in their account, and argues that their explanation of the (according to them, illusory) appeal of qualia is unsatisfying.

**Whither visual representations?**

O’Regan & Noë (O&N) argue against conceiving of vision in terms of pictorial internal representations. They urge that “there is no ‘re’-presentation of the world inside the brain: the only pictorial or 3D version required is the real outside version” (target article, sect. 4.1). While their arguments against the existence of perceptual representations in the brain are persuasive, they are unsuccessful in showing that there are no internal visual representations.1

There are a number of traditional, if quotidian, reasons for positing internal, visual representations, and O&N say nothing that would undermine these. For example, you can remember the color of the coffee cup you used yesterday morning, even though it is now hidden in a cabinet (because the cup is hidden, your ability can’t be explained by the “outside memory” of O&N’s section 4). Although the details might vary, the standard explanation of this ability seems to require appeal to a persisting mental state that is (i) selectively sensitive to the coffee cup and its properties (e.g., its color), (ii) causally efficacious with respect to later processing, and (iii) generated in part by past visual interaction with the cup. Such a state is traditionally counted a representation because of feature (1) – it represents the coffee cup. It is traditionally counted as internal/mental because of feature (2) – it can be recalled and manipulated by later mental processes, and can survive radical alteration or even destruction of its object (the cup). And it is traditionally counted visual because of feature (3) – it is generated and maintained by the visual system.2

There are many other standard motivations for visual representations, most of which take the form of phenomena for which explanations are possible if there are visual representations, but not possible otherwise. To take a few examples almost at random, it is hard to explain perceptual priming, perceptual learning, or the dependence of recall time for visually presented items on their number, without supposing that the visual system forms representations of the world, and that these representations are operated on by mental processes with certain properties (e.g., effects on recall, chronometric properties). Significantly, there is no reason to suppose that the visual representations required by these explanations must be pictorial, that they are retinal projections, or that they otherwise exemplify geometric properties. On the contrary, accepting the standard explanations commits one only to the existence of internal, causally efficacious states that represent the world and are generated by the visual system.

I see no reason why O&N should deny the existence or significance of such states; consequently, I see no reason for them to deny the existence or significance of internal visual representations.

**Whither qualia?**

Although O&N’s position on the nature of qualia amounts to a familiar brand of eliminativism, they supplement this position with a novel proposal about the source of the widespread belief in qualia (sect. 6.4).3 O&N propose that subjects’ belief in qualia has two main sources. First, subjects “overlook the complexity and heterogeneity of experience and this makes it seem as if in experience there are *unified* sensation-like occurrences.” Second, the continuous availability of features of the visual scene to our attention gives subjects the false impression that they “continuously represent those features in consciousness.”

Jonathan Cohen
Unfortunately, I don’t see how these points explain subjects’ belief in qualia. Grant that subjects make the errors O&N attribute to them; if these errors explain the illusion of qualia, then removing them should make that illusion disappear. Suppose, then, that subjects came to appreciate the complexity underlying visual experience (they learn about inhomogeneities in retinal photoreceptor densities, eye movements, color constancy mechanisms, and so on. I don’t see how knowing about the complex structure of events that causally sustain our visual experiences would impugn subjects’ belief that experiences have a certain qualitative character: belief in qualia seems to derive from subjects’ phenomenological impressions about their own experiences, not from native speculation about the simplicity of visual mechanisms. Now consider the other purported source of the illusion—subjects’ erroneous impression that they continuously and consciously represent visual features that are in fact unrepresented. Again, grant that subjects hold this erroneous belief. Why should this make them susceptible to a belief in qualia? Once again, correcting this erroneous belief seems not to affect a subject’s belief in qualia: even a subject convinced she did not maintain continuous conscious representations of features in the visual scene might hold that her experience of looking at the scene has a qualitative character.4

Because a subject could believe in qualia without holding either of the other two beliefs O&N mention, it is hard to see these beliefs as the sources of the widespread appeal of qualia. If qualia are an illusion, this illusion must have its source elsewhere.

NOTES
1. I am unsure whether O’Regan & Noé mean to show this, or whether they intend to show only that, if there are such representations, they cannot be pictorial. Unfortunately, many of the formulations in the text are ambiguous on this point.
2. It is not counted visual because it can be seen, or because it exemplifies geometric or color properties.
3. O’Regan & Noé also argue that belief in qualia is not widespread because naive subjects don’t understand the question “what is it like to look at the piece?” as a request for elucidation of the qualitative aspects of their experiences (sect. 6.5). I find this response unconvincing: surely the position that subjects have phenomenal access to qualia is compatible with their understanding the above question as not soliciting commentary about qualia. Putting this aside, it seems strange that O’Regan & Noé argue in section 6.5 that the illusion is not widespread among ordinary subjects when they attempt to explain its source in ordinary subjects in section 6.4: if the illusion is not widespread, there should be nothing to explain.
4. So it seems to me. Presumably these issues are empirically testable.

Trans-saccadic representation makes your Porsche go places

Peter De Graef, Karl Verfaillie, Filip Germeys, Veerle Gysen, and Caroline Van Eccelpoel

Laboratory of Experimental Psychology, University of Leuven, Leuven, B-3000, Belgium.
 Filip.Germeys, Veerle.Gysen, Caroline.Van Eccelpoel@psy.kuleuven.ac.be
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Abstract: To eliminate the leap of faith required to explain how visual consciousness arises from visual representation, O’Regan & Noé focus on the sensorimotor interaction with the outside world and ban internal representations from their account of vision. We argue that evidence for trans-saccadic representations necessitates a central position for an internal, online stimulus rendition in any adequate theory of vision.

What is visual experience and where does it occur? In the homunculus who is sitting in a mental projection room, watching an internal representation of the outside world? Few modern day vision scientists will defend this caricature of visual perception. However, O’Regan & Noé (O&N) convincingly argue that the unattractive notion of an internal, interpretative agent is difficult to escape as long as one assumes that visual experience arises from the activation of internal representations or their neural substrates. By equating visual experience to the act of exploring the visual world, the sensorimotor account eliminates the gap between visual representation and consciousness. However, by equating vision to the exploration of our surroundings in search of confirmation of sensorimotor hypotheses, we feel that a new enigma is created. As we argue below, the visual system does maintain a representation of the visual environment. The question then becomes why this representation exists if the outside world is always there to be explored?

Although O&N state (sect. 4.1) that there is no “re”-presentation of the world inside the brain, we assume this claim only pertains to one particular type of representation. O&N do not seem to question the existence of feature representations (laws of sensorimotor contingency, sect. 2.2), spatial representations (sect. 8.5), and a lexicon of stored object and scene representations (webs of contingencies, sect. 3.3). The one representation which O&N do target is a detailed and continuously updated rendition of the visual environment, which mediates further exploration, interpretation, and action in that environment. Empirical support for the absence of such a representation is derived from the absence of trans-saccadic fusion (sect. 5.3) and from the existence of change blindness (sect. 5.10) and inattentional amnesia (sect. 5.10). We claim that this evidence is not compelling.

First, while the notion of trans-saccadic fusion has been disproved (Irwin 1991) the existence of trans-saccadic integration has not. Numerous studies have demonstrated that visual object properties such as orientation (Henderson & Sieffert 1999; Verfaillie & De Graef 2000), position (Deubel et al. 1996; Hayhoe et al. 1992), shape (Pollatsek et al. 1984), internal part structure (Carlson-Radavansky 1999), and motion path (Gysen et al. 2002) are encoded on fixation n and affect post-saccadic object processing on fixation n + 1. Apparently, the visual system maintains an internal, trans-saccadic representation which codes visual attributes (albeit not on a pixel-by-pixel basis) and impacts subsequent perception. We agree with O&N that this representation is not the source of visual consciousness. It often is not even accessible to consciousness (Deubel et al. 1998), yet it is there and it mediates vision.

Second, change-blindness studies appear to provide striking evidence against on-line internal representations, but their relevance for understanding representation as it develops across consecutive fixation-saccade cycles may be limited. First, change blindness disappears entirely when one is warned in advance about the location and type of change that will occur. In contrast, the failure to note certain intrasaccadic changes is resistant to such advance warning, indicating that very different mechanisms are at work. Next, the low detection of changes in change-blindness studies appears to be largely attributable to iconic masking and a failure to deploy attention to isolate iconic contents from masking (Becker et al. 2000). Recent studies using temporary post-saccadic blanking of the visual stimulus have revealed a trans-saccadic representation that is very different from iconic memory. Its time course is locked to the saccade dynamics and it does not rely on selective attention to safeguard information from post-saccadic masking (De Graef & Verfaillie 2001a; Deubel et al. 1998; Gysen & Verfaillie 2001).

Related to this last point, O&N agree with Wolfe et al.’s (2000) proposal of inattentional amnesia, which holds that we have no on-line representation of those components of the visual world which we are no longer attending to. Contrary to this view, Germeys et al. (2001) demonstrated location-specific trans-saccadic memory for contextual or bystander objects that are present before, during, and after the saccade to another object. Although it is clear that, prior to the saccade to the target object, these bystander objects were abandoned by attention (if they ever were attended to in the first place), Germeys et al. (in press) found that the bystanders were easier to identify than a new object at the same location. Importantly, this trans-saccadic preview benefit only oc-
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curred when the bystander retained its location throughout the fixation-saccade-fixation cycle. This rules out an explanation in terms of priming at the level of stored object representations in a long-term object lexicon and firmly places the effect at the level of an on-line representation of the current visual stimulus.

In view of the above, we want to claim that studies of trans-saccadic perception have revealed the presence of an internal rendition of visual aspects of the currently viewed scene. Research on the contents of this representation is still expanding (De Graef & Verfaillie 2001b) but its very existence raises an important question for O&N’s sensorimotor account of vision: What is the functional role of this representation in our sensorimotor interaction with the outside world? Perhaps the answer lies in the fact that, by definition, sensorimotor interaction is limited to whatever scene aspect is the topic of transitive visual consciousness (sect. 6.2). Every other scene aspect might as well not be there. Hence, to efficiently apply the right subset of sensorimotor procedures to the outside world to recognize an object (e.g., benefit from a transsaccadic preview), or locate a new visual attribute or explore a new location (i.e., steer attention shifts), some representation is required of where which procedures are most likely to be successful and where we should no longer look.

In conclusion, to not only explain visual consciousness but also to work as an account of vision, the sensorimotor framework should incorporate a more detailed treatment of the on-line visual representations that characterize the transsaccadic cycle. In the absence of this, we could be very happily driving our sensorimotor Porsche in circles or fill it with the wrong type of fuel, neither of which would get us very far.
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Surprise, surprise
Daniel C. Dennett
Center for Cognitive Studies, Tufts University, Medford, MA 02155.
ddennett@tufts.edu ase.tufts.edu/cogstud/

Abstract: The authors show that some long-standing confusions and problems can be avoided by thinking of perception in terms of sensorimotor contingencies, a close kin to my heterophenomenological approach (Dennett 1991). However, their claim that subjects do not have any commitments about the resolution of their visual fields is belied by the surprise routinely expressed by subjects when this is demonstrated to them.

Many tributaries lead into the view of “sensorimotor contingencies” that O’Regan & Noé (O&N) urge on us, as they are at pains to acknowledge. I particularly applaud their citation of Donald M. MacKay (1962; 1967; 1973) and Gilbert Blyle (1949/1960), two thinkers who were ahead of their time, but did manage to inspire some of the other contributors, myself very much included. It is somewhat surprising that this sensible view, which in its outlines is over half a century old, has not long since been acknowledged to be the mainstream position. But as O&N show, there are powerful misleaders that have prevented it from being more widely accepted. What is especially valuable in O&N’s discussion is that they don’t just refute the objections: they diagnose their allure in detail, which is the key (one hopes) to preventing another generation of theorists from falling into these traps.

The value added in their detailed presentation of what it means to recast perceptual processes into terms of sensorimotor contingencies, and in their acute discussions of the problems that beset “qualia” objections, “explanatory gap” objections, and the so-called “hard problem,” takes us well beyond my own views, which are, as they say, “very similar.” Do they also correct an error of mine? I don’t think so. They claim (in sect. 7.3) that their method differs from my heterophenomenology in offering a better account of subjects’ beliefs about their own experience.

But is it really true that normal perceivers think of their visual fields this way [as in sharp detail and uniform focus from the center out to the periphery]? Do normal perceivers really make this error? We think not. . . . normal perceivers do not have ideological commitments concerning the resolution of the visual field. Rather, they take the world to be sold, dense, detailed and present and they take themselves to be embedded in and thus to have access to the world.

Then why do normal perceivers express such surprise when their attention is drawn to facts about the low resolution (and loss of color vision, etc.) of their visual peripheries? Surprise is a wonderful, dependent variable, and should be used more often in experiments; it is easy to measure and is a telling betrayal of the subject’s having expected something else. These expectations are, indeed, an overshooting of the proper expectations of a normally embedded perceiver-agent: people shouldn’t have these expectations, but they do. People are shocked, incredulous, dismayed, they often laugh and shriek when I demonstrate the effects to them for the first time. These behavioral responses are themselves data in good standing, and in need of an explanation. They are also, of course, highly reliable signs of their “ideological commitments” – the very commitments that elsewhere in their article the authors correctly cite as culprits that help explain resistance to their view. They themselves point out several times that the various effects their view predicts are surprising. Surprise is only possible when it upsets belief. I think O&N need not try so hard to differ with me. If they don’t like the awkward term, “heterophenomenology,” they needn’t use it, but we are on the same team, and they are doing, well, what I think we should do when we study consciousness empirically.

Misperceptions dependent on oculomotor activity
Burkhart Fischer
Brain Research Unit, Albert-Ludwigs-University, Freiburg, D-79104, Germany.
bfischer@uni-freiburg.de http://www.brain.uni-freiburg.de/fischer/

Abstract: Two visual phenomena are described in which oculomotor activity (saccades) changes our conscious perception: (1) some geometrical visual illusions disappear when saccades are suppressed, and (2) misperceptions occur in an antisaccade task with attentional precues. The first phenomenon shows that what we consciously perceive depends on how we look. The second phenomenon indicates that a saccade itself may remain unconscious together with the accompanying changes of the retinal image.

The theory of sensorimotor contingency proposed by O’Regan & Noé (O&N) poses some specific questions in relation to experimental observations. I will discuss here cases of visual illusions in which our conscious perception definitely does not correspond to the physical reality. The critical point is that there are illusions which depend on the way we look at the material that is misperceived: our conscious perception may be right or wrong depending on whether or not the only available sensorimotor actions (saccades and/or attention shifts) are used.

Misperceptions can occur in terms of what we perceive or in terms of where we see a stimulus. Correspondingly, two perceptual phenomena are considered: (1) Some geometrical visual illusions disappear when we look at them the unnatural way (by fixation), instead of the natural way (by saccades). Here, the motor part of vision (the eye movements) create the illusion: what we see consciously depends on how we look (Fischer et al. 2001a). (2) Under certain visual conditions with precued attention, unwanted
The Zöllner illusion: the long lines do not appear as parallel. Fixate the point in the middle and observe the lines becoming parallel.

reflexive saccades (errors) occur in an antisaccade task (Weber et al. 1998). About half of these saccades and their retinal consequences escape the subjects' consciousness: they are neither reported verbally nor indicated by key press (Mokler & Fischer 1999).

1. The simple geometrical arrangement of lines in Figure 1 show the famous Zöllner illusion: the long lines do not appear as parallel though they are so in reality. The reader may now try to fixate the point in the middle and attend to the lines in the periphery. After some seconds of stationary fixation one clearly sees the lines becoming parallel. No question, both ways of looking – with and without saccades – represent conscious vision. Yet, they lead to different results. Interestingly, it is the saccade mode which leads to the illusion, while the fixation mode results in the correct perception. Scanning through the known geometrical illusions, quite a number of them were found to disappear with stationary fixation (Fischer et al. 2001b). In fact, one may argue that these illusions are not illusions at all, because the visual system as such provides the correct percept. (By the way, it is not clear why these illusions have escaped the awareness of scientists for more than a hundred years.)

In any case, the exact kind of sensorimotor activity in the actual visual process – saccades or fixation – determines the conscious perceptual result. One could also argue that only inactivity – no oculomotor activity (= fixation) – leads to the correct result. It would be very interesting to see how this observation of geometrical illusions fading with fixation can be incorporated in the theory of sensorimotor contingency. Clearly, a simple neural representation cannot explain the observation unless one introduces an extra mechanism for the geometrical distortion resulting from saccades.

2. The instruction to make saccades from an initial fixation point in the direction opposite of a suddenly presented stimulus is called the antisaccade task (Hallett 1977). One can manipulate the condition so as to make it rather difficult for the subject to follow the instruction: if the initial fixation point is extinguished before a stimulus is presented to the right or left (gap condition), the strength of fixation is diminished and the reflexes become relatively stronger. In this situation subjects generate prosaccades to the stimulus in about 10–15% of the trials (Fischer & Weber 1992). These saccades are unwanted and happen against the subjects' conscious decision.

If the subjects were given a visual precue which indicated the direction and position to which they have to make the next saccade (an antisaccade), the rate of errors increased unexpectedly by a factor of 2 or 3 (Fischer & Weber 1996); even though, according to the classical view, attention should have been captured by the cue and should have facilitated the wanted antisaccade, the opposite happened. In addition, if the subjects were asked to indicate by a key press at the end of each trial whether they believed that they made an error on that trial, 50% of the error saccades escaped the subjects' conscious perception: they denied that they made the error saccade and the corresponding corrective saccade of double size. When the eye movement traces were analysed separately for trials with recognized and unrecognized errors, it turns out that reaction times of the error saccades were the same but the correction times were shorter for unrecognized than for recognized errors (Mokler & Fischer 1999).

Moreover, subjects did not realize that they had been looking at the stimulus for 50 to 200 msec with their fovea. Here we have a twofold misperception: the saccades remained unconscious and the position of the stimulus was misperceived. In those trials the subjects reported a perception of what they wanted to do, not what they really did. They also perceived consciously what would have happened to the stimulus if they had made the correct intended eye movement.

In a few other trials the subjects reported an error but did not make one (false alarm). In these trials the subjects may have shifted their attention to the stimulus and experienced these shifts as saccades. In agreement with the notion that a covered shift of visual attention is a time consuming process the reaction time of these misperceived correct antisaccades were considerably longer than those of correctly perceived correct antisaccades (Mokler & Fischer 1999).

It should be noted that both visual phenomena considered here are independent of any theoretical concept such as, for example, the assumption of neural representations. They are just observations which one way or another should have a place in a valid theory of conscious vision.

Mirror neurons: A sensorimotor representation system

Vittorio Gallese and Christian Keysers
Istituto di Fisiologia Umana, Università di Parma, I-43100 Parma, Italy. vittorio.gallese@unipr.it keysers@nemo.unipr.it

Abstract: Positing the importance of sensorimotor contingencies for perception is by no means denying the presence and importance of representations. Using the evidence of mirror neurons we will show the intrinsic relationship between action control and representation within the logic of forward models.

The paper by O'Regan & Noë (O&N) addresses the issue of visual perception from a stimulating perspective, by emphasizing the crucial role played by action in perception. Historically, perception and action have been studied all too separately. A recent instantiation of the intrinsic relationship between action and perception is provided by the discovery of mirror neurons: mirror neurons, although found in motor areas, are endowed with visual properties matching the execution of an action with its perception (Gallese 2001; Gallese et al. 1996; Rizzolatti et al. 1996; Umiltà et al. 2001).

Although the perspective offered by O&N is stimulating, we are afraid that the conclusions they draw on mental representations are overstretched. One of their central claims is that there is no need for an inner representation of the outside world. To make their point the authors refer, amongst others, to the work by Lenay (1997) on photoelectric sensing in blind people. In Lenay's experiment, “at a given moment during exploration of the environment, subjects may be receiving no beep or vibration whatever, and yet ‘feel’ the presence of an object before them. In other words, the experience of perception derives from the potential to obtain
changes in sensation." The subjects, having no supernatural way of sensing the presence of the object, must therefore derive their feeling of its presence from some form of knowledge about the object's location. This knowledge, in turn, must derive from past experience. O&N would probably argue that this knowledge reflects mastery of the laws of sensorimotor contingency. But in our eyes, what this implies is that the perception of an object must derive from a representation of it in the brain, albeit not an iconic one. Indeed, representations in the brain are not thought by visual neuroscientists to be point-by-point picture-like representations.

Representations of objects in the temporal cortex, for instance, have been shown to correlate with perception (Keysers et al. 2001), and yet they clearly represent the world in a very abstract, feature-based way, where entire faces are represented by the firing of single neurons, and not by the firing of a set of neurons arranged in the shape of a face. Hence, in our eyes the merit of focusing on the relevance of sensorimotor contingencies for perception -- in contrast to what O&N suggest -- is not to falsify the importance of representations for perception but to help us understand the nature of these representations. In particular, it points towards the fact that representations may take the form of forward models of motor consequences (see Kawato 1999; Wolpert 1997; Wolpert et al. 1995). Mirror neurons may be examples of forward models as representations (Gallese 2001); they respond, for instance, to the sight of a hand action and to the intention to execute it. Hence, they may constitute a system that can predict the sight of the agent's hand action when planning to move its hand -- and thereby their activation also constitutes a "visual" representation of a hand action. This representation can be used not only to control your own actions, but also to perceive those performed by others. Visual representations and motor representations may thus be two sides of the same coin (Gallese 2000). By this account, representations are not an end but a means: the payoff of the necessity to anticipate, and therefore re-present, the consequences of a planned action in order to control it better. How else could we know that our intended action is going wrong if we didn't have an inner representation of what it should look like? Ironically, in a way mirror neurons instantiate both the very expertise of sensorimotor contingencies so central to O&N's theory, and the representation of the world, the importance of which O&N argue against.

These representations are not the result of a solipsistic monadic organism, but rather the result of the active and dynamic interplay of the organism with its environment and the control requirements of this interplay.

In conclusion, we think that stressing the importance of sensory motor contingencies in perception is not antagonistic to the notion of an inner representation of the world, but rather a way to help us understand how such representation may be achieved and why it exists.

Real action in a virtual world
Melvyn A. Goodale
Department of Psychology, University of Western Ontario, London, Ontario N6A 5C2, Canada. mgoodale@uwo.ca
http://www.sscs.uwo.ca/psychology/faculty/goodale/

Abstract: O'Regan & Noë run into some difficulty in trying to reconcile their "seeing as acting" proposal with the perception and action account of the functions of the two streams of visual projections in the primate cerebral cortex. I suggest that part of the problem is their reluctance to acknowledge that the mechanisms in the ventral stream may play a more critical role in visual awareness and qualia than mechanisms in the dorsal stream.

Who couldn't be enthusiastic about O'Regan & Noë's (O&N's) proposal? They have managed to push the idea of "seeing as act-
To construe DF’s profound deficit in visual perception (and her spared visuomotor abilities) as “partial awareness” or as an “[inability] to describe what she sees” is to distort what is normally meant by awareness or even visual qualia. DF does not have any visual experience of form. But the fact that DF has an absence of visual awareness can perhaps be used to bolster O&N’s thesis. After all, according to them visual awareness is a joint product of the mastery of sensorimotor contingencies and the use of this mastery in one’s thought and planning. The ventral stream is certainly well positioned to carry out the latter. It has intimate connections with regions in the temporal lobe and prefrontal cortex that mediate long-term memory and higher executive functions – just the sort of connections one might expect to see in a system that plays a critical role in the production of a virtual percept imbued with meaning and causality.

I might add parenthetically that O&N’s attempt towards the end of their paper to map the apparatus-related sensorimotor contingencies onto the dorsal stream and the object-related sensorimotor contingencies onto the ventral stream just doesn’t fly. Mastery of object-related contingencies plays an essential role in skilled visuomotor actions, such as grasping, which are mediated by dorsal-stream structures and which typically survive damage to the ventral stream and sometimes even damage to primary visual cortex. Moreover, there is neurophysiological and imaging evidence that areas in the dorsal stream code object properties, such as size, orientation, and three-dimensional structure, and that these same areas play a role in the visual control of object-directed grasping (for review, see Goodale & Humphrey 1998.)

I would like to end by saying that I found this to be a thoughtful and provocative account of vision and visual consciousness. I suspect, however, that like most boldly stated ideas in science, it will attract a lot of flak. But if it does only that it will be doing the field a considerable service.

Visual perception is not visual awareness
Valerie Gray Hardcastle
Science and Technology Studies Program, Department of Philosophy, Virginia Tech, Blacksburg, VA 24061-0227. valerie@vt.edu
http://mind.phil.vt.edu

Abstract: O’Regan & Noé mistakenly identify visual processing with visual experience. I outline some reasons why this is a mistake, taking my data and arguments mainly from the literature on subliminal processing.

O’Regan & Noé (O&N) present us with an exciting and original view of visual perception. Moreover, their view has the ring of truth about it. This is all good and I applaud the authors. But in this commentary I wish to focus on their attempt to connect their views of visual perception with conscious experience. Here things are more dubious. In particular, O&N fall into the same trap that many others before them have fallen into – they equate a new view of some aspect of cognition or perception with a new view of consciousness. It must be an easy and comfortable intellectual slide, since so many intelligent people make it. But there is much about perception that isn’t conscious and there is much about consciousness that isn’t perception. Knowing more about how our visual system operates can, of course, tell us important things about how consciousness must operate as well, but it is a real stretch to claim that the two processes are identical.

O&N claim that in achieving visual awareness, we use our mastery of the relevant sensorimotor contingencies for the purposes of thought and planning. As a result, experience does not derive from brain activity per se, but it consists in the “doing” itself. Both claims are false. There is a huge and often contradictory literature out there regarding unconscious visual perception. Unfortunately, most of the research has been directed to determining whether subliminal perception exists at all, and not to what exactly we can process outside of awareness and how much such processing affects decision-making or behavior. But it is not premature to draw some conclusions. First, we know that unconscious visual perception exists. We have known this since the late 1850’s; just a few curmudgeons have refused to accept the obvious. Second, we are coming to appreciate how much we can in fact process outside of awareness. Not only can we recognize abstract properties such as “open” or “closed” in novel shapes (Hardcastle 1996), but we also can uncover complex arbitrary patterns (Lewicki et al. 1987; 1992; Stadler 1989). More importantly, what we perceive unconsciously affects how we decide – it affects how we process sensorimotor contingencies and then it affects how we move through space.

For example, Hanna and Antonio Damasio concern themselves with the differences in rule-following between normal subjects and frontal lobe patients (Bechara et al. 1997). What is interesting about their research, though, is the task itself, for what counts as advantageous motor behavior in a board game is highly relative and depends heavily on how the players interpret their visual inputs. Subjects are given four decks of cards and are instructed to pick a card from any deck. They are “rewarded” or “punished” (using Monopoly money) according to which deck the card came from and the face value of the card. Subjects, however, are not told what the cards are and are simply allowed to choose in a way they see fit. What we learn from experiments like this is that we move advantageously before we are aware of our strategy for motor choice, before we are aware of the relevant sensory patterns.

Notice that to understand what counts as a correct choice in the Damasio’s experiment requires some serious interpretation of the face value of the cards vis-à-vis the instructions given concerning the fake money. If we respond unconsciously to the rules of the game, then our unconscious must be processing possibilities for intelligent behavior on the basis of semantically interpreted visual information.

From this quick example, we can see that while visual processing might consist of mastering relevant sensorimotor contingencies, such mastery can occur both inside and outside of awareness. Hence, consciousness must be something over and above visual processing simpliciter. It might be that we need consciousness in order to process visual information robustly, but that is a different claim and one O&N don’t make. Let us suppose that O&N are correct and that visual processing turns on appreciating how we can move through space. Since we are conscious of a subset of what we process visually, understanding how our brains and our bodies define sensorimotor contingencies is relevant to understanding awareness, even if the two processes aren’t identical. It is in this sense, perhaps, that O&N mean that conscious experience consists in the doing itself. Without the possibility for movement, we wouldn’t have vision and without vision, we wouldn’t have visual consciousness. So far, so good. But none of these considerations allows us to disconnect experience – or vision – from brain activity.

If we are materialists (which I am assuming here), then conscious experience has to be identical to some material event in the world. It might be true that much of what we experience is illusory – we see the world as a broadly continuous movie, when our perceptions are actually more like tiny, discrete snapshots. Nevertheless, the illusion has to have some substrate. These are all obvious points, but they require that, insofar as we believe that the brain processes sensory information (regardless of whether such information is intimately tied to our motor system), then our visual processing, and hence our visual awareness, have to derive from brain activity. It might not be the activity that we normally assume, nor might it be located where we think it is, nor might it be theoretically fruitful to consider such activity apart from the rest of our body. But on pain of dualism, the experience has to derive from what the brain is doing, albeit an active brain embedded in a challenging environment.
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In the Mind’s Eye: Perceptual coupling and sensorimotor contingencies

Julian Hochberg

Columbia University, New York, NY 10023. hochberg@columbia.edu

Abstract: The theoretical proposal that perceptual experience be thought of as expectancies about sensorimotor contingencies, rather than as expressions of mental representations, is endorsed: examples that effectively enforce that view are discussed; and one example (of perceptual coupling) that seems to demand a mental representation, with all of the diagnostic value such a tool would have, is raised for consideration.

This paper by O’Regan & Noë (O&N) marks a new and powerful approach to perception, to cognitive neurophysiology, and to the perceptual technology so pervasive in our lives. Although the approach has close predecessors, this is the most economical yet comprehensive and far-reaching version I know.

The paper’s essential points are these: Vision is an exploratory behavior, not the activation of internal representations of the things and layout of the world, and what we perceive results from our acquisition of the principles of sensorimotor contingency. As the authors note, this position’s power lies in the exceptional range of our acquisition of the principles of sensorimotor contingency. As the authors note, this position’s power lies in the exceptional range of behavior for which it accounts. (I would add: and it helps that it is essentially correct.) I think it can do more than that: It offers a potentially much more inclusive and complete approach that, as Thomas (1999) notes in his PA (Perceptual Activity) view of imagery, has relatively recent close relatives in Hebb (1947; 1968), Hochberg (1968), Neisser (1967), Sperry (1952), and others, but for various reasons has not really taken off until now. O&N now offer a more systematic and unencumbered framework than we have previously had. Indeed, if we fill in a few points not addressed in the paper, the position becomes even more impressive and enormously promising, although the notion of sensorimotor contingencies becomes somewhat more abstract than at first sound.

The fact that only the small amount that can be encoded in working memory survives for approximately 200 msec after a glance is taken (Sperling 1960) stresses the importance of extrafoveal vision as a low-frequency-sensitive storage of what was seen and of what is potentially available to another glance (see Hochberg 1997; 1998; O’Regan 1992). Phenomena like that in Figure 1 tell us that local information as basic as the object’s 3D form may not only go unencoded between glances, but when out of central vision may be both ineffectual and uninformative of what would be seen if fixedated. Knowledge of such limitations will help us to dissect what naïvely seems a seamless perceptual experience. That apparent seamlessness is probably due, among other things, to the normal prevalence of intraobject consistency (what you learn from one part of an object will usually serve for the whole); and a reluctance to do unnecessary checking. The variations on the modified Penrose figures in Figure 1C, D, when they are thought about (Hochberg 1968), make all of these points; the argument that they are uninformative because ecologically improbable, is hard to apply in a world in which at least so much of our time must be spent with computer-generated displays.

Such figures, and the study of how successive views are stored and grasped in motion pictures, led me to argue that (as O&N note) our perceptions are “the program of possible samplings of an extended scene, and of contingent expectancies of what will be seen as a result of those samplings” (Hochberg 1968, p. 323).

But that means we need to study the nature and motivation – that is, attention – of such contingent expectancies, and their limitations. Such attention is neither a glue, a spotlight, nor a filter: It does not require a filter to obscure the unattended channel in a shadowing experiment (i.e., an experiment in which the listener who is duplicating one speaker’s monologue cannot report what another speaker has said), only a failure to be ready with a set of expectations with which to encode the words spoken before they fade from the immediate moment (Hochberg 1970). Liberman (1957) had argued that listening requires analysis-by-synthesis: the testing of attended speech against internally intended speech, so listening to speech also meets the sensorimotor-expectancy description. From this standpoint, skilled reading also calls on the production of constrained expectancies, which makes proof-reading very difficult, and makes inattention to omissions and errors so common. Inattentional blindness to the things and events in the world is not a new problem: Similar attentional dependence has been demonstrated in perceiving the contents of superimposed motion pictures (Neisser & Becklen 1975) and in the kind of sequential partial views (“aperture viewing”) on which so much of our virtual visual world of moving pictures depends (Hochberg 1968; Hochberg & Brooks 1997).

Attention, at least in this most engaged and powerful sense, is not separable from the constraints on sensorimotor expectations, and this point is challenged when the objects of our perceptual inquiry are not simply derivable from the natural ecology of the physical world. In responses to the natural world, inter-response constraints, like size and distance, reflectance and form, and so on, may be attributable to the world rather than the observer. Such constraints were called perceptual coupling (Hochberg 1974) specifically to avoid any implication that one percept necessarily causes the other, and to avoid attributing Helmholtzian inference to the nature of perceptual expectations. They can be demonstrated and studied with still and moving pictures as well as with real depth, even though there are no sensorimotor depth-based contingencies present either in the pictures or in the visual system. If the sequence of silhouettes in Figure 2C is preceded by the pattern in Figure 2A, 3D motion is perceived with Arrow I showing the leading edge; if Figure 2B precedes the sequence in 2C, Arrow II is what is seen as the leading edge in motion – so long as A and B are clearly perceived as 3D forms (Hochberg 2001).

That may imply an “internal mental representation” of the first figure. However, the perception of 3D form is itself a sensorimotor contingency, though that contingency here would not be depth-based even if it played out. One set of contingencies may surely preset another. But there is more to be formalized and set in theoretical order for sensorimotor contingencies than meets the eye.

Figure 1 (Hochberg). Variations on Penrose figures (A, B: Possible; C, D: Impossible); only C looks grossly inconsistent as a 3D object (Hochberg 1968).

Figure 2 (Hochberg). Pre-exposure to the 3D picture at A or B determines the apparent motion in depth of the sequence of flat silhouettes at C (Hochberg 2001).
Doing it my way: Sensation, perception – and feeling red

Nicholas Humphrey
Centre for Philosophy of Natural and Social Science, London School of Economics, London WC2A 2AE, United Kingdom.
n.humphrey@lse.ac.uk www.humphrey.org.uk

Abstract: The theory presented here is a near neighbour of Humphrey’s theory of sensations as actions. O’Regan & Noë have opened up remarkable new possibilities. But they have missed a trick by not making more of the distinction between sensation and perception; and some of their particular proposals for how we use our eyes to represent visual properties are not only implausible but would, if true, isolate vision from other sensory modalities and do little to explain the phenomenology of conscious experience in general.

O’Regan & Noë’s (O&N) theory of visual consciousness has several parallels with the theory I proposed ten years ago (Humphrey 1992; 2000). In my book, A History of the Mind, I argued, from first principles, that sensations (of all kinds, not only visual) derive their characteristic phenomenology from the fact that they are – in evolutionary origin – a kind of bodily action, involving reaching back to the stimulus at the body surface with an evaluative response. “Conscious feeling. . . is a remarkable kind of intentional doing. Feelings enter consciousness not as events that happen to us but as activities that we ourselves engender and participate in” (Humphrey 1992, p. 217). In particular, I suggested that the modality-specific quality of sensations is determined by what I called the “adverbial style” of the responses associated with different sense organs. Drawing on a musical analogy, I suggested that each type of sense organ has, as it were, to be played like a musical instrument in its own way: “fingered, blown, bowed, plucked, etc. . . so that the tactile modality might correspond to the woodwind style, the visual modality to the strings style, and so on.” (p. 165).

I went on to argue then, just as O&N do now, that such an “action-theory” of sensations is uniquely able to account for what it’s really like to experience red light at the eyes, taste salt on the tongue, and so on; and, indeed, that it can dispel many if not all of the mysteries surrounding qualia. I thought it was a good theory at the time; and I think O&N’s version of it is a good theory now. However, the way O&N have developed the idea of “seeing as action” goes far beyond what I did. Their thesis is brilliant and provocative – in several ways more radical than mine, but not, I think, entirely an improvement. I’ll restrict my comments to two aspects of their presentation.

Sensation and perception. In making my own case I began with the insight, stemming from Thomas Reid, about the essential difference between sensation and perception (Reid 1785/1969). “The external senses,” Reid insisted, “have a double province – to make us feel, and to make us perceive” (p. 265). Sensation is the way the subject represents “what’s happening to me” at the level of bodily stimulation, perception is the way he represents “what’s happening out there” as a description of the outside world. “Things so different in their nature,” Reid had said, “ought to be distinguished” (p. 249).

Now, O&N do at least pay lip-service to this distinction, acknowledging that: “Sensation consists in those sensorimotor contingencies that are modality-specific, determined by the laws of contingency provided by the particular apparatus used in a particular modality, and by the particular way the apparatus samples the world. Perception consists in knowing those laws that are related to the object” (O’Regan, personal email). But, as O’Regan goes on, “we don’t want the distinction to be hard and fast.” And, indeed, they fail to see that they are – or should be – talking about two independent types of experience. Consequently, O&N end up making just the kind of category mistakes that so many other theorists have done – as Reid warned they would, – when they have assumed that seeing (or hearing or touching, . . .) is all of a piece.

This is particularly obvious when it comes to their attempts to explain those “exceptions that prove the rule,” such as skin vision, perceptual rearrangement, change blindness, and blindsight. In all these cases people’s reported experiences have, as I’ve shown, a simple explanation if we assume that sensation and perception can – and here indeed are – going their own ways. But O&N, not having a model that allows for this kind of dissociation, are instead driven to engage in complex and unconvincing special pleading about what people’s experience actually amounts to in these strange conditions.

Sensorymotor – what? I myself proposed an “action theory” only for sensation. I confess it did not occur to me that perception might be action-based as well (although back in 1970 I had suggested that the residual visual capacity of a monkey without visual cortex might in fact be mediated by – and secondary to – her “looking-behaviour,” Humphrey 1970). But I am ready to agree that what works on one level may indeed work on another, and that actions are probably crucial to most if not all aspects of how we use our sense organs. So I now find many of O&N’s specific suggestions very persuasive.

Yet their central example, of how we perceive (or is it sense?) redness, I find unconvincing. We experience something as red, they say, by virtue of exploring (or anticipating exploring) how the responses of our anisotropic retinæ change when we move our eyes in relation to the image. I can see how this might work for a small localised patch of red light with clear contours. But how about the case where the visual field is coloured red all over? In this case, when we move our eyes, nothing changes. And yet, of course, we are still able to see it as red – suggesting that here we must in fact be relying on the steady retinal signal per se, independently of any action on our part.

I also have a worry of a more general kind. Even if this sort of account can be made to work for colour, it’s hard to see it being made to work for equivalent dimensions in other sensory modalities that do not have such actively-exploitable anisotropic fields. When we taste salt on our tongues, or smell musk in our noses, or feel pain in our stomach, how can these experiences plausibly be thought to depend on sensorimotor contingencies? There is simply nothing we do by way of exploration with our tongues (or our noses or our stomachs . . .) that could provide requisite information. But, if exploratory action cannot provide the answer in these non-visual cases – and so, as theorists, we must invoke some other active process – why not invoke a similar process (whatever it is) for seeing red too?

What other kind of active process could underlie sensation in general? My own view is that the key lies not so much with sensorimotor contingencies as with sensorimotor proclivities, and that the kind of action involved is not exploration of the stimulus but rather affective engagement with it. In short, if I may simplify it so, while O&N would argue that when we sense a stimulus this is the way it feels to us because this is how we plan to feel it, I would argue that this is the way it feels to us because this is how we feel towards it.

Still, these are local disagreements between myself and O&N. In the longer run, I’d rather emphasise how much I admire the spirit of their paper. It has been well said that pour se disputer, il faut être en accord. (That’s to say, the best arguments are between those who share their premises).
Commentary/O'Regan & Noë: A sensorimotor account of vision and visual consciousness

How do we account for the absence of “change deafness”?*

Frédéric Isel
Max Planck Institute of Cognitive Neuroscience, Leipzig, Postfach 500 355, D-04103 Leipzig, Germany. isel@cns.mpg.de http://www.cns.mpg.de

Abstract: O'Regan & Noë (O&N) argue that there is no need of internal, more or less picture-like, representation of the visual world in the brain. They propose a new approach in which vision is a mode of exploration of the world that is mediated by knowledge of sensorimotor contingencies. Data obtained in “change blindness” experiments support this assumption.

This commentary focuses on O’Regan & Noë’s (O&Ns) proposal that we do not necessarily “see” everything that we are looking at, but rather, we only see what we are currently attending to. Change blindness experiments demonstrate that, under arranged experimental conditions (for example, when superimposing a very brief global flicker over the whole visual field at the moment of the change) observers who were asked to detect cyclically repeated large changes in a natural visual scene (for instance, the shift of a large object, the change of color, or the appearance and disappearance of an object) have difficulties in noticing these changes. This outcome suggests that either observers are not aware of all the elements in the visual scene (e.g., they neglect some elements) or the high expectations of an element could lead to its restoration even though it was previously removed from the scene (e.g., a hallucinated element). However, as mentioned by O&N, under normal circumstances a change of this type would create a transient signal that would be detected by low-level visual mechanisms. Therefore, it is important to point out that change blindness only occurs in some experimental situations.

Another example of change blindness is illustrated by the difficulty in detecting unexpected information. Haines (1991) and Fisher et al. (1980) who tested eight professional pilots during the landing of aircraft in a flight simulator, showed that two of the eight pilots were unable to detect an unexpected jet airplane that was located directly ahead of them on the runway. Taken together, evidence of change blindness is fairly consistent with respect to current theories that assume the storage of a picture-like representation of the world in some area of the brain. If such visual representations do exist, one should expect the processing system to be able to detect the presence of a “large” mismatch between the stored representation of a scene and its “truncated” input signal when it is re-presented. Given the size of this mismatch, the output of the processing system should be either a correct detection of the missing element, or an unsuccessful identification of the scene. On the contrary, change blindness strengthens the view proposed by O&N that observers lack visual awareness of many of the aspects of a visual scene, and that the world serves as an outside memory. However, one can ask whether change blindness is modality-independent and can also be found in other sensory domains?

I will now argue that behavioral and electroencephalographical data obtained in the auditory domain clearly indicate the ability of the cognitive system to detect missing elements in words (deletion of a phoneme) as well as in sentences (deletion of a word). I will try to demonstrate that change blindness, which I call “change deafness” in the auditory domain, is not systematically found.

Although Warren (1970, Experiment 1) showed that the replacement of a phoneme in a recorded sentence by a cough resulted in the illusory perception of the missing sound, other data invalidate the phenomenon of change deafness. Warren (1970, Experiment 3) failed to replicate a phonemic restoration when a speech sound was deleted and not replaced with an extraneous sound. In this latter condition, participants were able to perfectly detect the gap in its proper location and illusory perception of the missing sound did not occur. This outcome does not support the idea that any missing element of an “auditory scene” can be either restored or overlooked, even when this element is highly expected. Rather, it suggests that the processing system is sensitive enough to detect 120 msec of gaps in a word. In language comprehension also, there is evidence against change deafness. Recent event-related brain potentials (ERPs) data on syntactic processing do not agree with the view that missing words in a sentence are simply restored or neglected. Friederici et al. (1993) in German, and Isel et al. (1999) in French, showed that the suppression of the noun in prepositional phrases (e.g., the noun house in the sentence the child who is in the house is sleeping), is a phrase structure violation that elicits an early left anterior negativity (ELAN) assumed to reflect the on-line assignment of a syntactic structure to the incoming information on the basis of the word category. The short latency of the ELAN (around 100 to 300 msec after the acoustic onset of the item following the missing noun) indicates that the syntactic processor is able to rapidly detect the absence of elements presenting the appropriate word category with respect to the grammatical constraints of the sentence. The ELAN is usually followed by a late centroparietal positivity (P600) assumed to reflect a reanalysis process once the syntactic violation has been detected. Moreover, in both studies, behavioral data showed that participants were able to perform the task of grammatical judgment without any error indicating that they were aware of the change in the syntactic structure. The ELAN/P600 pattern observed in correlation with syntactic word category violations demonstrate that the electrical activity of the brain is significantly modified in some area when expected elements of a sentence are deleted.

In conclusion, in the auditory domain, evidence at word as well as sentence levels suggests that change deafness is not systematically found. Regarding detection of changes, it seems that the cognitive system does not behave similarly in the visual and in the auditory modalities. Whereas large changes in visual scenes can be neglected by observers, a small gap in spoken words or the deletion of a word in a sentence are clearly noticed by listeners. On the basis of the data we presented for auditory processing of changes, the assumption that words and syntactic properties are represented in the brain is not unplausible. In contrast, the data of change blindness presented by O&N are intriguing because they considerably weaken the concept of stored picture-like representations in the brain usually proposed in current neurophysiological, psychophysical, and psychological approaches. Hence, the sensorimotor account presented in the target article opens new perspectives.

The role of eye movements in perception

Nam-Gyoon Kim
Department of Psychology, William Paterson University, Wayne, NJ 07470. kimm@wpunj.edu

Abstract: For Gibson, sensory stimulation is neither the cause nor a component of perception, but merely incidental. Perception is based on the pickup of information, which occurs when purposeful observers actively seek information. I present a case in which only with the active sampling of the ambient optical flow field can observers extract the requisite information for the control of locomotion.

As a Gibsonian ecological psychologist, I was extremely pleased with O’Regan & Noë’s (O&Ns) target article in which they denounced mental representation as “mysterious or arcane explanatory devices” for explaining visual experience (see sect. 13). I am very sympathetic to their attempt to provide a natural account for this elusive problem. Indeed, this was exactly the problem that led Gibson to develop his ecological approach to perception. Gibson’s solution, however, was remarkably different from O&Ns.

Gibson came to understand perception as an exploratory activity. He rejected the idea that inputs of any sort could be relevant to perception. Sensation may occur when stimulation is imposed,
but not perception. Perception occurs only when purposeful observers actively seek stimulation. Thus, Gibson’s psychology is not just a theory of ecological information specific to environmental properties but includes the active role played by the observer in search of goal-relevant information.

In this commentary, I present a case of exploratory activity that renders a seemingly intractable problem tractable. I focus on optical flow, a particular change in optical structure that results from an observer’s locomotion and constitutes the primary basis for visually guided locomotion (e.g., Warren 1995). For example, when an observer moves straight ahead, the focus of expansion in the resultant optical flow corresponds to the direction of locomotion (Fig. 1a). To move directly toward an object, one need only keep this singularity coincident with the object.

However, when an observer looks around, sampling different portions of the ambient optical flow, the image pattern on the retina (retinal flow) changes. For example, as a forward moving observer tracks an object, the eyes rotate and the point of fixation becomes the singularity instead of the focus of expansion (Fig. 1b). Thus, even though information about heading direction is available in optical flow, there is no guarantee that the observer can extract it when needed (Regan & Beverly 1982).

If the observer proceeds along a curved path, even the well-defined radially expanding pattern generated by an observer walking straight ahead disappears. Worse yet, the observer may not always look in the direction of locomotion, further complicating the flow pattern. Consequently, an informational basis for perceiving heading is needed that is not specific to a particular locomotion path.

Computer simulations can help. Graphic simulations depicting an observer moving along a circular path are quite different when the eyes are fixated on an object lying outside the circular path (Fig. 2a) or on the path (Fig. 2b). When the fixated object lies on the path, all image trajectories are linearized.

In circular locomotion, observers’ paths are specified by the optic flow line passing directly beneath them (Lee & Lishman 1977). This line is easily identified by the trajectory of all the vertically aligned image vectors (Fig. 2c). Because rectilinear locomotion is a special case of circular locomotion, any method of identifying heading on a circular path can be applied to a rectilinear path. Hence, we can formulate a simple rule to identify one’s (linear or circular) heading: Move the eyes until the image trajectories are rendered linear; then you are looking in the direction you are headed towards and the trajectory defined by the vertical image vectors is your path of locomotion. In short, by actively rotating the eye, the observer can recover the ambient optical flow field from image motion.

If the visual system has to differentiate various types of eye movements, the task may be insurmountable (cf. Warren 1995). However, if each movement is recognized as an outcome of a unique intention, the unique pattern in retinal flow can be exploited. We may fixate and pursue an object during locomotion to learn more about it; but in so doing, we risk reducing our directional awareness from absolute to nominal (Kim et al. 1996). Because we have frontal eyes, our field of view is restricted to a small portion of the optical flow. To avoid collisions with objects outside our field of view, we must continuously scan our surroundings, which may necessitate using unreliable extra-retinal signals to determine heading (Royden et al. 1994). Therefore, with each type
of eye movement, we may both gain and lose something (e.g., directional awareness). However, when directional awareness is required, we can compensate by executing a simple rule, that is, scanning until retinal flow becomes linear. The fact that drivers concentrate their fixations in the direction they head (Shinar 1978) corroborates this hypothesis.

The preceding discussion offers possible solutions to age-old questions. First, how can a series of discrete samples of the world be converted to a stable and continuous visual world (e.g., Irwin 1991)? If the coincidence of gaze and heading directions during locomotion collapses retinotopic and environmental frames of reference, there is no need for conversion processes and various stages of frames of reference. Paradoxically, in fixed-eye vision, retinal pattern changes with shifts in eye position; but ambulatory vision simplifies the problem, resulting in a stable and continuous visual world (see also Ballard 1992). Extending the preceding point, imagine that you are a passenger in a car. By actively rotating your eyes to induce a linearized retinal flow, you can pick up the same information as the driver, that is, the driver’s intended heading direction – despite the fact that your “sensations” are completely different than the driver’s. Here we have a clue as to how to understand the sharing of awareness between different observers. As Gibson (1982a) noted, “your perception and mine can be identical even though your sensation and mine can never be identical at the same time. The same invariants are available to us both” (pp. 411–12).

Why rotate our eyes if rotation induces ambiguity? Based on the arguments presented here, active rotation of the eyes is essential for extracting the self-movement information contained in optical flow. Strategically positioning the eyes renders a nonlinear flow linear. “Problems that are ill-posed and nonlinear for a passive observer become well-posed and linear for an active observer” (Aloi monos et al. 1988, p. 333).

Consciousness as action: The eliminativist sirens are calling

Martin Kurthen
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Abstract: The sensorimotor theory of vision successfully blends in with the currently developing action-oriented account of cognition. As a theory of phenomenal consciousness, however, it suffers from the same shortcomings as the theories O’Regan & Noë (O&N) criticize. This is mainly due to the failure to avoid the explanatory gap by rejecting one notion of qualia while retaining the concept of experience with qualitative features in general.

Two problems of consciousness. Let’s take O’Regan & Noë’s (O&N) theory of vision as a part of a more general sensorimotor theory of cognition (STC). In their approach to consciousness, O&N address two problems. The first one is that, according to a widespread intuition, an account of the neural correlate of consciousness does not really make the “hard problem” of explaining phenomenal consciousness any easier. The second one is that any theory of consciousness will have to explain the “differences in the felt quality” (target article, sect. 1.2) within one modality and across sensory modalities. The latter problem is elegantly solved by O&N’s notion of modality-specific sensorimotor contingencies, but this solution presupposes some prior solution (or dissolution, or rejection) of the first problem. At best, the proposal concerning the second problem can be embedded in a more comprehensive conceptual framework of embodied cognition that – combined with a certain preference in coping with the qualia problem (eliminativist, agnostic, pragmatist, deconstructionist, . . .) – could as a whole suggest a rejection of the first problem. But O&N are not willing to adopt any of these combined approaches. The sensorimotor contingency framework alone, as part of a neurobiological or ethological theory of vision, however, will not “allow for the explanation. . . of a good deal of what makes the subjective character of experience” (sect. 2.7), because it presupposes that an organism’s contingency-governed action somehow generates or constitutes phenomenal consciousness in the first place (see below).

The nature of experiences. In an (unwillingly?) eliminativistic tone, O&N maintain that “qualia are an illusion” (sect. 6.5). To reject the notion of qualia means to reject the notion of phenomenal consciousness or features or in favor of whatever the alternative theory invokes (in O&N’s case, in favor of “activity”). But in common usage, “phenomenally conscious features” are “experiential features.” Hence, it remains unclear how O&N could both dismiss qualia as an illusion and keep with qualitative features of experience, as they are explicitly willing to do. I assume that O&N do not understand “experience” non-phenomenally, for this would render their approach eliminativistic from the start.

O&N address this problem in their critique of the view that qualia are states or occurrences of something. They hold that qualia in the sense of states/occurrences are “an illusion,” but they keep with the “qualitative character” of experiences (as ways of acting). But what could it mean that experiences “are” ways of acting? Either there are phenomenal features of experiences, or there aren’t. If there are, then the gap opens between these features and the ways of acting they are meant to be identified with. If there aren’t, we have landed at the eliminativist or deconstructionist shore once again. There is no third path to follow, unless you argue that the whole notion of phenomenal consciousness (not only that of phenomenal consciousness as occurrences/states!) is somehow ill-designed and has to be “quined” (Dennett 1991). But O&N explicitly reject this move, which anyway has a manifestly eliminativistic flavor, too.

To clarify the origins of the “qualia illusion,” O&N present a phenomenological analysis of experience (sect. 6.4) in which they show that, contrary to the assumptions of some qualia freaks, the factual phenomenological aspects of experience do not support the notion of qualia as (sensation-like) occurrences, internal representations, or “unitary” qualities in general. In their examples, O&N nicely illustrate that their action-oriented theory fits well with the actual phenomenology of experience. And again, in O&N’s own view this merely invalidates the construction of qualia as states or occurrences, not the notion of qualitative features of experience as such. But they don’t seem to see that for the qualia freak, this does not help to close the gap: in their own words, it may be made plausible that the phenomenal features of experience are “constituted by” (sect. 6.3) or “depend on” (sect. 6.4) the “sensorimotor contingencies at play.” This move opens the gap just like any other “constitution hypothesis” would: why is it that sensorimotor contingencies at play generate – or constitute – phenomenal features at all, instead of being just that: sensorimotor contingencies in an organism-environment system? Why is it that skillful mastery of contingencies is experience, instead of being just that: skillful mastery? (By the way, this is exactly what O&N’s action-oriented phenomenological analysis of experience [sect. 6.4] suggests: that there is nothing “over and above” skillful mastery of sensorimotor contingencies.)

Action alone will not close the gap. In passages like these, it becomes obvious that O&N literally identify consciousness qua experience with law-governed action (see sect. 5.7) without any independent argument for this identification. In this respect, they don’t do better than the representationalists (or neural-correlate-of-consciousness-theorists) they criticize. By merely postulating an identity of action and visual consciousness, they will not escape the explanatory gap problem, since “ways of acting” are by no means closer to experiential features than “internal representations” are. O&N clearly anticipate this objection (sect. 6.8), and they reject it in the overtly eliminativistic manner they had applied before when they had stated that “qualia are an illusion” (sect. 6.3). And again, they want to keep with “experience” (and hence qualia, in some sense or other!) while dismissing qualia as states/occurrences. But
the gap argument is not dissolved or avoided by just rejecting one
"conception of experience" (sect. 6.8); the gap remains when
the existence of "experience" with "qualitative character" is
conceded in the context of a neurobiological approach to conscious-
ness. In O&N's example, it remains unclear in which sense the
feeling of holding a bottle could be the "knowledge that move-
ments of the hand open up and reveal new aspects of bottle
surface" (sect. 6.8). "Knowledge" cannot be construed as a conscious
mode of cognizing here for, that would render the explanation cir-
cular, what is meant is something like "skilled exercise." But then
the question O&N pose in the introduction (ridiculing neural-cor-
relate-of-consciousness-theories of consciousness) is still left
unanswered in their own approach: why should skilled exercise
generate phenomenal consciousness at all? The only way out is the
straightforwardly eliminativist one that declares the whole no-
tion of there being something to explain as illusory (or the rad-
cally deconstructionist one which holds that consciousness itself
is subject to social deconstruction; see Kurthen et al. 1998).
And there is no reason why the STC should not be used to pro-
mote strategies like these.

A sensorimotor theory of cognition, not of consciousness.
O&N may well be right in arguing that the STC overrides the tra-
ditional representational paradigm in cognition theory. There are
quite a number of good philosophical and scientific reasons for
this (see Hendriks-Jansen 1996, Lakoff & Johnson 1999, and
Pfeifer & Scheier 1999 for current reviews), some of which O&N
do not need to employ directly for their own approach. As for vi-
sion, one aspect of the superiority of the STC is its elegant account
of the modality-specific aspects of vision in terms of sensorimotor
contingencies. But this gives no clue whatsoever to the desired dis-
solution of the explanatory gap: to dismiss qualia in favor of ways
of acting will not suffice to avoid the gap as long as the existence of experiences with qualitative character is affirmed.

Does sensorimotor contingency theory account for perceptual-motor dissociations?
Francesco Lacquaniti and Myrka Zago
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m.zago@hsantalucia.it

Abstract: We review studies that indicate a dissociation between the per-
ceptual estimate and the resulting cognitive representation of given prop-
erties of a seen object, on the one hand, and the motor action exerted on
the same object. We propose that there exist multiple levels of organization
of sensorimotor loops and that internal models may be made accessible
to one level of organization while remaining inaccessible to another
level.

In the on-going debate between supporters of sensorimotor af-
fordances and supporters of internalization of world physics (see BBS Special Issue on THE WORK OF ROGER SHEPARD), it is
apparent that neither factor alone can account for the whole repertoire
of human behavior in sensorimotor coordination. Dis-
sociations between perception and action seem especially difficult
to reconcile with unifying explanations. Some interesting exam-
ple of such dissociations are provided by the study of interaction
with moving objects. There are two aspects of interest here: visual
perception and cognitive judgment of object motion, on the one
hand, and motor interception on the other hand.

Consider the case of projectile motion, such as a baseball hit by
a batter. Object trajectory is nearly parabolic with horizontal ve-
locity which decreases steadily by a small amount due to air resis-
tance, and vertical velocity which deaccelerates from the release
value to zero at the apex of the trajectory and then accelerates
downwards under the action of gravity. Despite the fact that
throwing and catching balls is a generally practiced skill, cognitive
and perceptual understanding of this simple ballistic motion is
surprisingly poor. Hecht and Bertamini (2000) used a number of
different approaches to study the explicit and implicit assessment
of projectile acceleration by an observer. Many subjects mistak-
only believed that the ball would continue to accelerate after it left
the thrower's hand and showed a remarkable tolerance for highly
anomalous trajectory profiles in computer graphics animation.

A related issue is whether or not visual perception of the ab-
solute size and distance of a moving object could be disam-
biguated by taking into account the expected effects of gravity
(Saxberg 1987; Watson et al 1992). Once again, however, Hecht et
al. (1996) showed that observers do not behave as if they made use
of some knowledge about gravity. Projectile motion of balls of dif-
ferent diameters and at different distances from the observer was
simulated on a computer. Performance was compared with two
categories of events, accelerating balls and constant-velocity balls.
It was found that observers are as bad at scaling absolute size and/or
distance of accelerating balls as they are with constant-velocity
balls. In sum, these and similar studies seem to suggest that the
naive physics used by the brain in the assessment of ballistic mo-
tion does not account for Newton's laws.

The opposite conclusion can be reached if one considers tests
of motor performance instead of perceptual tests. Subjects can
catch a ball at the speed of light with great efficiency (Altmann et
al. 1974; Peper et al. 1994; Sharp & Whiting 1974). Moreover,
it has been shown that the acceleration of a falling ball is predicted
quite accurately to prepare motor responses (Lacquaniti 1996;
Lacquaniti & Maioli 1989a; 1989b; Lacquaniti et al. 1993a; Tre-
silian 1993; 1999). It has further been hypothesized that the spe-
cific acceleration of gravity can be foreseen based on an internal
model (Lacquaniti 1996; Lacquaniti & Maioli 1989a). Gravity is a
terrestrial invariant that is monitored by several sensory systems
and the consequences of its effects on objects can be learned
through experience. This hypothesis has been tested in a series of
studies involving catches of free-falling balls of identical external
appearance but different mass, dropped from heights between 0.2
and 1.6 m (Lacquaniti et al. 1992; 1993a; 1993b; Lacquaniti &
Maioli 1989a; 1989b). The electrical activity (EMG) of arm mus-
cles was recorded. The time to onset of anticipatory activity rela-
tive to impact and the time course of the activity do not change with
the height of fall, nor do they depend on the ball mass. Thus, the
responses are precisely timed on impact time. A similar time-lock-
ning on impact is observed for the modulation of muscle reflex re-
sponses and for the changes in overall hand impedance. Remark-
ably, motor preparation of reflex responses and limb impedance is
correctly timed on impact even when blindfolded subjects are
alerted of ball release by an auditory cue (Lacquaniti & Maioli
1989b). Not only is the response timing tuned to gravity, but also
the magnitude of the anticipatory responses is tuned to the ex-
pected momentum of the incoming ball (Lacquaniti & Maioli
1989a; Lang & Bastian 1999). Thus, even though Newton's laws
may not be internalized for constructing a visual representation of
the object's motion, they seem to be internalized for manual in-
terception of the object.

A striking dissociation between cognitive/perceptual assess-
ments and motor interaction with a moving object has recently
been shown in micro-gravity studies (McIntyre et al. 2001). A-
stronauts caught a ball projected from the ceiling at different, ran-
donised speeds. Despite the prolonged exposure to 0g, the infor-
mation given by vestibular organs, pressure cues on the skin and
visual cues from objects floating within the cabin – all clearly at-
testing the micro-gravity conditions in orbit, – the astronauts did
not believe their eyes that told them the ball was travelling at con-
stant velocity. Instead, to catch the ball they gave credence to an
a priori model of the physical world in which a downward moving
object will always accelerate. In fact, their motor activity always
started too early at 0g, with time shifts in accord with a 1g hy-
pothesis.

According to the sensorimotor contingency theory put forth by
O'Regan & Noë (O&N), seeing and perceiving are a way of act-
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On the distinction between “sensorimotor” and “motorsensory” contingencies

Donald Laming
Department of Experimental Psychology, University of Cambridge, Cambridge CB2 3EB, United Kingdom. drjl@cus.cam.ac.uk

Abstract: An experimenter studies “sensorimotor contingencies”; the stimulus is primary and the subject's response consequential. But the subject, looking at the world from his or her distinctive viewpoint, is occupied with “motorsensory contingencies”; the response is now primary and the stimulus consequential. These two categories are gathered together under the one term in the target article. This commentary disambiguates the confusion.

The term “sensorimotor contingencies” is serving a double duty. Suppose I conduct an experiment – I impose a large, cyclically repeated, change on a natural scene, masking the temporal transient (though not the change), and ask my subject to say what is being changed. That studies a sensorimotor contingency. Now suppose my subject is running an eye over the scene I propose to use. As his (or her) eye moves, so the projection of a straight line on the retina is distorted. That is, properly speaking, a motorsensory contingency. The distinction is essential. When I analyse my data I regress my subject's reports onto the various ways in which I have attempted to mask the change. But if my subject were to analyse the effects of eye movements in any formal sense, that analysis would be a regression of the sensory change onto the (motor) movement that produced it. In the first case the independent variable is a stimulus (my choice of mask), in the second it is a response (the subject's choice of eye movement). These two sets of contingencies are entirely disjoint, and it follows that my experiment can tell me nothing about my subject's internal visual experience.

Motorsensory contingencies induced by the visual apparatus can be inferred from the optics of the eye and are much the same for everyone. Likewise, geometrical considerations lead to an understanding of many contingencies determined by visual attributes. Moreover, by serving as a subject in his own experiment, an experimenter can check his intuition in such matters. But that does not give access to another person's visual experience. The fact that I am aware of the change I have imposed on my natural scene tells me nothing about whether my subject is also aware!

The point to be grasped is that subject and experimenter experience the experiment from two contrary viewpoints. What is, to the experimenter, a dependent response, predictable (to some extent) from the stimulus, is, to the subject, an independent variable, a choice at his disposal. Consciousness is the quality of experience from the subjective viewpoint and is forever beyond the ambit of strictly experimental study.

An analogy will help here. If I look out from the window of my breakfast room, I can see three other houses, separated from me by a road and a green sward. If a car comes to turn round in the road (it is a cul-de-sac), my neighbour and I can readily agree that the car is red. That arena outside our houses is a part of the public domain within which objective experiments can be conducted. But my neighbour and I cannot see into each others houses because the light reflected from the windows is much too bright. I can telephone my neighbour, but I can then only describe the interior furnishing of my breakfast room by comparison with things that my neighbour will have seen elsewhere. The scope of experimental procedure can be extended to internal experience only by projecting that experience into the public domain. This is accomplished by my selecting elements within that domain that would generate, if I were actually viewing them, my current visual experience. But there is a limit to the accuracy with which I can express my state of mind. If I describe my curtains as scarlet, or carmine, or cerise, or plum, or... – my neighbour might think of a different external colour referent to the one that I have in mind, and “seeing red” will then mean slightly different things to the two of us. Of course, I can invite my neighbour into my house to see for himself; but I cannot give him direct access to my visual experience. Visual experience is private to each one of us, and that is why visual awareness presents a problem.

Many visual scientists think they can crack that problem with neurophysiological observation. Visual experience is a function of the brain; a sufficient complexity of observation and understanding (but much greater complexity than anyone has at present) will enable a direct access to my visual experience. There are four problems with this view.

1. An experimenter cannot know what I am aware of unless I tell him. So neuroscientific understanding will be limited to the relationship between neural process and verbal (or some other mode of) report. That will be satisfactory if my report is both accurate and complete; but is it?

2. The processes inside my brain divide functionally into two categories. There is the state of mind that I am reporting and there is the function of observing that state of mind and reporting on it, a function on which I am ultimately unable to report. It happens that my house is built to a plan that is different from any of the three others I can see across the way, but I cannot observe that difference from my breakfast room. I can see the exterior of my house. The observer cannot see himself as others see him.

3. In addition, there are many lower level functions – the initial processing of visual input is one – that are not accessible to consciousness and cannot be reported on. So the neuroscientist has a much greater variety of observations of my brain processes than can be matched to my reports, and experiment is needed to sort those observations that do match something from those that do not.

4. But we now return to the problem with which I began. The neuroscientist can study detailed contingencies between sensory input and neural response, but that is no more than a detailed kind of sensorimotor contingency. My reports, on the other hand, relate to what I can do, to what I choose to do, and concern motorsensory contingencies. The two categories do not correspond. The question: which aspect of my verbal reports relate to which aspects of neurophysiological observation, can never be more than a matter of conjecture, even though some of those conjectures may seem very plausible.
Attention sheds no light on the origin of phenomenal experience

Victor A. F. Lammea and Rogier Landmanb

aThe Netherlands Ophthalmic Research Institute, AMC, University of Amsterdam, 1105 BA Amsterdam, The Netherlands; bDepartment of Visual System Analysis, AMC, University of Amsterdam, 1100 AA Amsterdam, The Netherlands.

Abstract: In O’Regan & Noé’s (O&N’s) account for the phenomenal experience of seeing, awareness is equated to what is within the current focus of attention. They find no place for a distinction between phenomenal and access awareness. In doing so, they essentially present a dualistic solution to the mind-brain problem, and ignore that we do have phenomenal experience of what is outside the focus of attention.

What causes the phenomenal experience of a visual stimulus? The traditional view is that at successive stages of visual processing, information that is embedded in the input is made explicit by neurons, either individually, by selective firing when this information is present, or as a group, with a particular “neural code” such as synchrony. Neurons make explicit a lot of attributes of the visual input, ranging from elementary features to high level inferences such as illusory contours, filling-in, scene segmentation, colour constancy, and so on. Damage to such neurons results in a loss of the experience of these attributes, while artificial stimulation leads to the occurrence of an experience. Explicit representation is considered necessary for phenomenal experience, but not sufficient. Some additional property, either of the neural activity, or of the areas in which it occurs, is assumed to be necessary. This is the “quest for the neural correlate of consciousness (NCC)” (Crick & Koch 1998; Lamme et al. 2000).

O’Regan & Noé (O&N) propose a different basis for phenomenal experience. They argue that correlations between neural activity and the reported percepts should not be taken to indicate that neurons are building an internal representation of the world. Rather, they are involved in the mastery of certain sensorimotor contingencies related to dealing with the visual input. In this view, explicit representations are not necessary. This is a potentially useful interpretation of the neural data (although very difficult to validate), but does it solve the mind-brain problem?

Much of the brain is devoted to sensorimotor transformations that fully bypass phenomenal experience (Stoerig 1996). Mastery of sensorimotor contingencies also includes making inferences, an important aspect of perception. Neural activity related to perceptual aspects (i.e., those which have to be inferred from the input) can be recorded when animals are anesthetized (Gray et al. 1989), do not pay attention to stimuli (Assal & Manness 1995), or report not to see stimuli (Super et al. 2001). This implies that the sensorimotor contingencies mastered by these neurons at that time are not sufficient for awareness, while at other times they are. The question remains open: What causes some masteries of sensorimotor contingencies to give rise to awareness, while others do not? It seems we are in for another quest for the NCC.

The key, according to O&N is that some masteries are made available for control, thought, and action, while others are not. What would this mean at the neural level? Visual input resulting in the firing of motor neurons (“action”) is obviously insufficient (cf. blindsight, automatic behavior, etc.). So the solution lies in finding the neural basis of “thought” and “control,” and then figuring out how the interaction between visual and control mechanisms is represented at the neural level. Much of this work has already been done in the study of the neural basis of attention (Desimone & Duncan 1995). However, O&N refuse such explanations as they would constitute an “analytic isomorphism.” But what other than a specific set of neural events renders a mastery into a current mastery?

We believe, therefore, that equating phenomenal experience to the current mastery of sensorimotor contingencies does not explain phenomenal experience at the neural level, and essentially constitutes a dualistic view of the mind-brain problem. However, this is only the first of our problems. We also think that the authors are looking for awareness in all the wrong places.

Top-down attention seems central to the notion of current versus other masteries. It is argued that “casting one’s awareness onto what is made available by the visual apparatus” (sect. 4.1) is what makes a mastery a “current mastery.” On the basis of change blindness and inattentive blindness phenomena it is even concluded that without top-down attention there is no awareness. But what do these phenomena really show?

In a change blindness experiment, a visual scene is presented, followed by a modified version of that scene (while local transients are masked in one way or another). Much of the contents of the first scene seem lost, as we do not notice a potentially salient difference between the two unless we focus attention on the changing item. But does that imply that there was only poor phenomenal experience of the first scene? Recent experiments show that memory of the original stimulus is quite extensive until the modified version of the stimulus comes on. When attention is guided by a cue after the offset of the original picture and before onset of the modified version, change blindness is largely eliminated (Becker et al. 2000). Change blindness occurs because the representation of the original stimulus is overwritten as soon as a new stimulus comes on. What is then left of the original scene is what has been transferred to working memory, a process requiring attention.

When we rely on a report about the subjects’ phenomenal experience we are essentially looking at their memory of it. We thus have to face the difference between working memory and so called iconic or sensory memory, a short lived form of memory, that is richer, yet less stable, than working memory (Cowan 1988; Sperling 1960). There is no scientific reason to exclude either of the two from a theory about awareness. By the same token, there is no reason to eliminate the very related distinction between phenomenal and access awareness (or P-consciousness and A-consciousness; Block 1996).

We conclude that equating phenomenal experience to the current mastery of sensorimotor contingencies puts no challenge to more traditional views on the NCC. We conjecture that visual experience is caused by the recurrent interaction of neurally explicit visual information, which can be reported as soon as this information is linked to the executive systems of the brain (Lamme 2000). The sensorimotor theory is an interesting and inspiring view. However, it leaves us with the questions of why some masteries of sensorimotor contingencies give rise to awareness while others remain unconscious, and which are the neural events that cause the masteries to give rise to awareness. Also, because phenomenal awareness is eliminated at the expense of access awareness, it is more a theory about attention and working memory, than about the origin of phenomenal experience.

Does functionalism really deal with the phenomenal side of experience?

Riccardo Manzotti and Giulio Sandini
LIRA-Lab, DIST, University of Genova, 16145 Genova, Italy.
manzotti@lira.dist.unige.it sandini@dist.unige.it
http://manzotti.lira.dist.unige.it http://www.lira.dist.unige.it

Abstract: Sensory motor contingencies belong to a functionalistic framework. Functionalism does not explain why and how objective functional relations produce phenomenal experience. O’Regan & Noé (O&N) as well as other functionalists do not propose a new ontology that could support the first person subjective phenomenal side of experience.

In reading O’Regan & Noé’s (O&Ns’) paper two major concerns are mandatory. First, it is difficult to see in what respect the au-
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Manzotti & Tagliasco 2001; Stubenberg 1998). Leopold Stubenberg rejects this functionalist credo and hold a different standpoint. The idea that consciousness and they promise to provide more details in section 6. They also emphasize the importance of functionalism over behaviorism. Nevertheless, it is not clear what is the character of SMCs with respect to other forms of functionalism. If we have understood the authors' standpoint, a SMC is a set of rules governing the sensory changes produced by various motor actions (sect. 2.1), should correspond to phenomenal experiences. The authors should have realized that something is missing when they wrote that "the visual qualities are determined by the character of the SMCs set up by the visual apparatus" (sect. 2.3). A series of questions arises: (i) if visual qualities are determined by SMCs, then what are visual qualities? are they something different from SMCs? ii) what is the character of a SMC? Is it something different from a SMc in itself? iii) what are the laws connecting visual qualities and SMCs? iv) it seems perfectly conceivable that SMCs exist without any visual qualities or phenomenal experiences at all, then why should SMCs explain subjective experience? Although the empirical data collected by O&N can be very helpful in building a functionalist theory of vision and in giving a more complete explanation of the way information is processed by the brain, it does not help in explaining why such information processing should be correlated to a conscious experience. The authors do admit the existence of such a gap between SMC and consciousness and they promise to provide more details in section 6.

In section 6, the authors are adamant in stating their functionalist credo that phenomenal experience does not exist as a real phenomenon. According to them, the "qualia debate rests on what Ryle . . . called a category mistake" (sect. 6.3). They write that their position does not deny that "experience has a qualitative character," yet it seems to deny the existence of experience in itself. "It is confused to think of the qualitative character of experience in terms of the occurrence of something . . . Experience is something we do and its qualitative features are aspects of this activity" (sect. 6.3). Unfortunately, there are no qualitative aspects available. Since what we do, from a strict objective standpoint, is just a series of physical events there is no quality at all. We do not accept this functionalist credo and hold a different standpoint. The idea that subjective facts are real has gained wider and wider acceptance (Chalmers 1996a; Edelman 1987; Edelman & Tononi 2000; Manzotti & Taglialosco 2001; Stubenberg 1998). Leopold Stubenberg makes a straightforward statement about this concept in what he calls the principle of phenomenological adequacy. I will reject everything that does not square with what I take to be the phenomenological data . . . So much the worse for phenomenology.

Sensorimotor contingencies do not replace internal representations, and mastery is not necessary for perception

Ernst Niebur
Zanvyl Krieger Mind/Brain Institute and Department of Neuroscience, Johns Hopkins University, Baltimore, MD 21218. niebur@jhu.edu http://www.cnslab.mh.jhu.edu

Abstract: Sensorimotor contingencies are certainly of great importance for perception but they are no substitute for the internal representation of perceived information. I argue that internal, non-iconic representations of perceptions must, and do, exist and that sensorimotor contingencies are an integral part of them. Further, I argue that mastery of the sensory apparatus or environment is not a prerequisite for perception and that perception is possible in the absence of any control over the perceptual process.

Sensorimotor contingencies are important for internal representations, not for "movie screens." O'Regan & Noé (O&N) spend a large part of the target article elucidating how the perceiver makes use of "sensorimotor contingencies." This is a laudable and important endeavor. Even students of neuroscience sometimes may wonder why we don't perceive, for example, saccadic smear. The detailed treatment in the target article makes it clear that (a), sensorimotor contingencies are an essential part of what it means to see, and (b), they are not "mysterious" in any way. The second dragon they are trying to slay is the idea of an internal "movie screen" and, implicitly of course, the homunculus who watches it. Although the need is less clear in this case – I suspect few serious thinkers still entertain the notion of a camera obscura inside the brain which the external world is projected into – all their arguments are correct. For instance, they demonstrate convincingly (perhaps most so through O'Regan's beautiful work on change blindness) that the outside world serves as its own representation for many of the perceived details, and that they are not reproduced in the internal representation. The brain does not internalize a detailed, iconic representation of a visual scene since it is readily available at the (minimal) cost of opening the eyes; it would be very inefficient to build up a costly detailed representation that can be had nearly for free.

However, in fighting the idea of an internal movie screen, the authors go way too far and deny the existence of any internal rep-
A sensory-attentional account of speech perception
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Abstract: Although sensorimotor contingencies may explain visual perception, it is difficult to extend this concept to speech perception. However, the basic concept of perception as active hypothesis testing using attention does extend well to speech perception. We propose that the concept of sensorimotor contingencies can be broadened to sensory-attentional contingencies, thereby accounting for speech perception as well as vision.

We see the world by knowing what to expect when we move our visual system through the environment. This is the heart of O'Regan & Noë's (O&Ns) account of vision. Furthermore, they argue that sensorimotor contingencies underlie all perception, not just vision. In this commentary, we examine the limitations upon the extension of sensorimotor contingencies to speech perception and suggest that a broader, more general concept—sensory-attentional contingencies—may explain perception in different sensory modalities.

Although O&N allude to hearing, they do not really explain auditory form perception. But, sensorimotor contingencies are unlikely to mediate auditory form perception—motor movements only subserve hearing for source localization and play no role in understanding speech. Since speech patterns “move” in frequency space over time, we don’t need to wiggle our ears or move our head to avoid “static displays” or stabilized images that disappear (as by O&N for vision).

This eliminates a prime motivation for sensory-motor contingencies, leaving two possible conclusions. Either speech perception operates according to traditional representation-matching theories, or we need a more abstract version of sensorimotor contingencies. This abstraction should maintain the principles of sensorimotor contingencies without tying the theory to motor movements.

O&N view perception as active, knowledge-based, and hypothesis-driven. Knowledge of sensorimotor contingencies drives visual experience through the deployment of attention in the visual world. But is it the motor behavior or the exploratory sensory contingencies that are the core concept? In vision, active hypothesis testing may be carried out in the motor system by moving sensory surfaces in relation to the physical surfaces of the environment. However, speech perception can be viewed as active hypothesis-testing (see Nusbaum & Schwab 1986) without involving the motor system. Speech perception cannot be explained by positing simple pattern representations of linguistic categories to be matched to utterances (Nusbaum & Henly 1992) because there is no stable set of properties that can be assigned to those putative categories (see Nusbaum & Magnuson 1987). We have proposed instead that listeners construct hypotheses about the linguistic categories that would account for a particular stretch of utterance given the context of the situation and expectations of the listener (Nusbaum & Schwab 1986). These hypotheses are tested by shifting attention to the relevant information to constrain interpretation. For example, when there is
a change in talker, there is a momentary increase in cognitive load and a shift in attention to acoustic properties such as talker pitch and higher formant frequencies (Nusbaum & Morin 1992). O&N describe sensorimotor contingencies as specific to characteristics of the visual apparatus and the visual attributes of objects and scenes. In speech perception, sensory-attentional contingencies depend on the characteristics of the auditory apparatus and linguistic experience of the listener. However, sensory-attentional contingencies also depend on phonetics and phonology for determining constraints on the “form” of speech objects and the acoustic characteristics of the talker and environment for instantiating that form in a pattern.

Since talkers and speaking characteristics restructure the acoustic patterns of linguistic forms (Liberman et al. 1967), sensory-attentional contingencies cannot be stored as fixed knowledge but must be adaptive and dynamic. Adult listeners learn new acoustic-phonetic patterns for hard-to-understand synthetic speech rapidly and effectively – eight hours of learning improves word identification by about 40 percentage points (Schwab et al. 1985) generalized to novel utterances (Greenspan et al. 1988; Schwab et al. 1985) lasting as long as six months without subsequent training (Schwab et al. 1985). Training shifts the way listeners attend to acoustic cues (Francis et al. 2000) reflecting the induced sensory-attentional contingencies. Similarly, when someone new starts talking, listeners know how to shift attention to acoustic properties to accommodate talker differences (Nusbaum & Morin 1992). Adaptive processing of speech is marked by attentional movements rather than by motor movements.

We might think that the “motor” in sensorimotor contingencies refers to articulation. But listeners do not subvocalize to understand speech, and neural activity in Broca’s area occurs when listeners are called upon to hold items in verbal working memory (subvocal rehearsal) tasks (see Jonides & Smith 1997), or when they must make explicit metalinguistic judgments (e.g., Burton et al. 2000; Zatorre et al. 1992). Without a directed linguistic task, speech generally activates the posterior superior temporal cortex (Binder et al. 2000; Burton et al. 2000; Rep et al. 1996), even though motor theory suggests that Broca’s area should mediate speech perception (e.g., Liberman & Mattingly 1985).

Recently we found one condition during speech perception that activates Broca’s area. When listeners see a talker’s facial movements along with hearing during speech production, Broca’s area is active, but not when presented with the sound alone or the visual information alone. This is consistent with the idea that an observation/execution matching system (Rizzolatti & Arbib 1998) takes visual information about production in during comprehension to support a sensory-attentional contingency. Knowledge about speech production in Broca’s area is active only when there is direct sensory (visual) evidence about motor movements from the talker.

Thus, listeners may recruit relevant sensory-attentional contingencies during perception. These data also suggest a methodological concern. There is a tendency to treat speech comprehension from a reductionist perspective. Research often examines phoneme and word perception in isolation from the natural context. If sensory-attentional contingencies are important we must study perception in contexts that provide for the use of these contingencies. Speech perception should be studied in richer, naturalistic settings such as face-to-face communication, since this is the environment that shaped the evolution of communication and is the context of daily use.

Finally, the change from sensory-motor to sensory-attentional contingencies has an implication for understanding vision. The motor behavior underlying sensorimotor contingencies is a physical manifestation of attentional exploration. Perhaps it is the attentional shift, not the motor activity, that is the basis for these contingencies. Observers can shift attention within the visual field even without eye movements (e.g., Posner et al. 1980). Attention shifts may provide the same kinds of contingencies that are postulated to govern motor-based visual exploration. Perhaps, perception in all sensory modalities is better explained by appealing to knowledge of sensory-attentional contingencies.
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well “feel” green. Borrowing from O&N’s introduction (sect. 1.2): What is the mapping function from a complex structure of sensorimotor contingencies onto the experience of one color or another? It seems to be important to O&N that “there is no simple, unanalyzable core of the experience” (sect. 6.4). If this is so, it only follows that there are no simple, unanalyzable qualia; qualia are complex entities. It does not follow that qualia don’t exist (even if there are philosophers who characterize qualia as simple). We are still left with the problem of explaining how elements that have no experiential quality can give rise to an experience when put together.

O&N seem to suggest that all there is to the quality of an experience is the structure of the sensorimotor contingencies – experiences differ because they are based on the execution of different sensorimotor contingencies. These contingencies, the knowledge about them, and their execution are part of the functional properties of our brains. The “explanatory gap” arises because all these information-processing activities could work as well without us experiencing anything at all. If sensorimotor contingencies are to explain conscious experience, the existence of conscious experience should follow with logical necessity from the existence of the appropriate sensorimotor contingencies (together with the necessary boundary conditions, for example, a world in which they can be executed, cf. Chalmers 1996a). To illustrate: We could build the appropriate sensorimotor contingencies into a robot (e.g., one that can drive a Porsche, among other things), and this should allow us to deduce that the machine has a rich inner life (e.g., is able to feel what it is like to drive a Porsche). I’d rather stay agnostic on this, even for a very graceful robot.

It seems that O&N would be more confident. In their discussion of blindsight (sect. 7.2) they define experience in terms of being able to describe and react appropriately to what one sees. This is a common materialist reply to the hard problem: The denial of phenomenal experience as an explanandum – everything that needs explaining is behaviour (Dennett 1991). In this case it all comes down to the empirical question, which theory is better suited to explain the observed behavior. Then, however, there is no room for the “fundamental question” raised in the introduction: How does anything going on in our brains and their causal interactions with the world give rise to experience? With regard to this question, the approach of O&N does not achieve more than any other theory of vision: It simply evades it.

Sins of omission and commission

Gerard O’Brien and Jon Opie
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Abstract: O’Regan & Noé’s (O&N) failure to address adequately the two most historically important reasons for seeking to explain visual experience in terms of internal representations. They are silent about the apparently inferential nature of perception, and mistaken about the significance of the phenomenology accompanying dreams, hallucinations, and mental imagery.

Despite the plethora of theories that have surfaced over the years, there are really only two ways of explaining visual experience. The first accords with the commonsense intuition that when we open our eyes and look around, we have direct access to the world. In this view, visual experience supervenes on the interaction between our visual apparatus and the visually detectable properties of the environment. The second approach rejects commonsense, and holds that our perceptual access to the world is always indirect. What we see is not the actual world; what we see with (or, better, what we see with) are mental representations constructed by our brains. According to this “constructivist” conception, visual experience supervenes on the brain alone.

Although the history of vision science has seen many oscillations between these two poles, constructivism currently dominates the discipline. O’Regan & Noé’s (O&N) sensorimotor account of vision, on the other hand, favours common sense over mainstream thinking. The great drawback with constructivist theories of vision, they observe, is that such theories are burdened with the problem of explaining how neural representations give rise to visual experiences – a problem that has stubbornly resisted all attempts at resolution. By contrast, their sensorimotor account, precisely because it rejects the idea that the brain constructs visual experiences, steps right over this explanatory gap. Visual experiences occur when our visual apparatus, replete with the structure of its sensorimotor contingencies, actively engages with the world. Such experiences are not states in the head, they are “ways of acting” (sect. 6.3).

O&N are right about the extra explanatory burden that is carried by constructivist theories of perception. And they are no doubt right to be dissatisfied with current attempts to explain the qualitative character of visual experience in representational terms. Nonetheless, before abandoning constructivism it would be wise to consider why, for nearly thirty years now, vision scientists have almost universally adopted this counter-intuitive approach. The reasons are numerous, but two deserve special mention because of their historical significance.

First, our perceptual responses are underdetermined by the information our visual apparatus gathers from its interaction with the world. The conclusion many theorists find inescapable is that, appearances to the contrary notwithstanding, visual perception must be an inferential process – one that constructs representations of the environment by combining stimulus data with information internal to the perceiver. (This form of argument is too familiar to require detailed rehearsal here. For a classic rendering see Fodor and Pylyshyn 1981, and for a more recent statement see Palmer 1999b, p. 55. Palmer notes that the structure of the environment cannot be unambiguously determined by stimulus data, even if we factor in the dynamics of organism-environment coupling, because “time is also a dimension of the environment.”)

Second, there are several kinds of visual experience which occur when organism and environment are not actively coupled. The standard examples are the visual experiences that accompany dreams, hallucinations, and mental imagery. Such experiences provide compelling evidence that neural activity is sometimes sufficient for visual awareness. Furthermore, many theorists think it reasonable to surmise that dreams and hallucinations indicate something important about the nature of visual experience more generally, namely, that even “veridical” experiences are constructed by the brain, and thus implicate internal representations.

O&N are silent about the first of these reasons for preferring constructivism, a serious omission given the fundamental role this form of argument has played in shaping cognitive science. They do, however, address dreams and mental imagery, albeit briefly (sect. 4.4). According to O&N, the worry is that “since dreams and mental images are apparently pictorial in nature, this seems to show that we are, after all, capable of creating an internal iconic image.” But this, they think, is as misguided “as the supposition that to see red, there must be red neurons in the brain,” and conclude that “the supposed fact that things appear pictorial to us in no way requires there to be pictures in the head.”

O&N’s response here is lame, because they misconstrue the problem that dreams, hallucinations, and mental imagery pose for their account. These mental phenomena are problematic not because they seem to depend on internal icons; they are problematic because they can occur in the absence of any interaction between the visual apparatus and the world. The precise form of visual representations – whether, for example, they are more like pictures or linguistic tokens – is indeed a much debated issue (see Block 1981). But this is a debate within the constructivist camp.
Perceptual theories that emphasize action are necessary but not sufficient
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Abstract: Theories that make action central to perception are plausible, though largely utopean. For space perception, however, explaining object recognition, and high-level perception generally, will require reference to representations of the world in some form. Nonetheless, action is central to cognition, and explaining high-level perception will be aided by integrating an understanding of action with other aspects of perception.

Theoretical advances in psychology nearly always follow new empirical demonstrations. If the sensorimotor theory of perception proves to be an advance, it will be because it provides a successful account of the phenomena of change blindness. On this point, it seems to me that where the theory concerns space perception, it has much to recommend it. Change blindness, however, appears relevant also to object and scene recognition (e.g., Archambault et al. 1999; Hollingworth & Henderson 2000; Pani 2000), and here the sensorimotor theory seems to be on uncertain ground. Nonetheless, it is important to develop theories in which the possibilities for action are embedded in our understanding and use of concepts.

Low-level perception. O'Regan & Noé (O&N) suggest that perception consists largely of mastering sensorimotor contingencies through a variety of different forms of action. This conception reinforces a number of important statements about perception. One of these is J. J. Gibson's (e.g., 1979/1986) argument that perception does not include static percepts, such as a percept of the shape of an object. Instead, perception involves tuning the sensory systems to sets of relations and transformations that occur continuously, often due to observer action or locomotion. The individual becomes attuned to the information that specifies an object of constant shape, and static percepts of shape are unnecessary. In extending this view to higher perceptual and cognitive functions, Neisser (e.g., 1976) argued that the anticipation of perceptual information within systems of action was the essential ingredient for bridging perception and cognition.

The authors add two elements to this account. First, the world serves as an outside memory for action. Second, our perception of the world is not a reflection of the content of mental representations, but rather, is due to the structure of the world itself and our ability to act intelligently with respect to it. That is, perceptual knowledge exists only in sensorimotor action.

To account for change blindness, the authors discount the notion that untutored intuitions about the richness of momentary perceptions are a sound basis for theory. They suggest that each moment of perception includes relatively sparse information, and that it is through the combined efforts of well-adapted actions that the richness of perception is constituted. Successful action is successful perception, and no representation of the world is necessary.

For perception of geometric properties of the world, this seems a reasonable approach, but significant theoretical challenges remain. People not only perceive and act in a complex world, they understand that they do, as evidenced by their concepts, language, and behavior. For example, we understand that immemorable saccades and shifts of attention extended across time and space all sample information from one scene. How do we know this (see Neisser 1976)? The more severe we are in saying that there is no information outside of the focus of attention, and the more severe we are in rejecting the contribution of mental representations (e.g., in working memory), the more challenging these issues become. It will be nontrivial to work out the details of such an account, and it may be necessary to allow more information into momentary perceptions and working memory. To revive a debate that took place with regard to auditory attention (e.g., Norman 1969), change blindness may be due in part to limitations on memory (see Hollingworth 2001; Pani 2000; Simons 2000b).

High-level perception. It was a truism insisted upon by the behaviorists years ago that knowledge is expressed in behavior. No sensible cognitive theory ultimately isolates its components from the necessity to generate actions, and theories about action are not necessarily theories without representations.

At the same time, no theory of human perception (as a whole) can avoid the fact that perception includes object recognition, and that recognition involves categorization. Categories are pivot-points that determine choices between potentially large sets of diverse actions, and they affect action at every level from eye movements on upward (see Lichtenstein & Brewer 1980). The broad shift of behavior that comes from realizing, for example, that a store is closed or that an animal is stuffed demonstrates that the individual knows what these facts mean. And the stored information about what something means can be considered to be a representational, whether or not the function of that information is to generate behavior. Even if a theory of object recognition is devoted to explaining human action, claiming that the theory has no representations may be little more than an aesthetic decision regarding labels.

Categories, thinking, and concepts. Having expressed some skepticism about the stronger claims of the sensorimotor theory, I would like also to express some enthusiasm about the enterprise. As theories of concepts based on the possibilities of action are developed, new sets of explanations become possible. Some cognitive phenomena will be associated particularly closely with this type of explanation. For example, people's typical indifference to how well mental images depict information probably is due to the fact that the images are part of a larger effort for which pictorial fidelity of any single image is unnecessary to the outcome (see Pani 1996). Similarly, the time-honored problem of the consciousness of meanings (as opposed to sensations and images) probably will have to be explained as an instance of a complex state of preparation within sets of possible actions (Brown 1958; Humphrey 1951; Pani 1996). For example, try a bit of introspection. Answer the question: Can a man marry his widow's sister? As you came to your answer, what was the nature of the conscious event? I suspect that describing the experience as a changed set of anticipations with respect to possible actions related to the man in question (e.g., whether to introduce yourself) is much more promising than a description that refers to images or internal speech.
Seeing, acting, and knowing

Zenon W. Pylyshyn
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Abstract: The target article proposes that visual experience arises when sensorimotor contingencies are exploited in perception. This novel analysis of visual experience fares no better than the other proposals that the article rightly dismisses, and for the same reasons. Extracting invariants may be needed for recognition, but it is neither necessary nor sufficient for having a visual experience. While the idea that vision involves the active extraction of sensorimotor invariants has merit, it does not replace the need for perceptual representations. Vision is not just for the immediate controlling of action; it is also for finding out about the world, from which inferences may be drawn and beliefs changed.

This target article by O’Regan & Noé (O&N) presents a radically different analysis of the nature of perceptual experience. In view of the intransigence of the problem, a radical proposal is the only kind worth considering. The article builds upon two currently popular ideas about vision: the idea that visual perception is active and the idea that our intuitions mislead us about what is in our head when we see. The thesis shares with J. J. Gibson the belief that seeing consists in actively extracting invariants from the world, though in the present proposal these invariants are defined over the manifold of sensory-motor contingencies. While the article presents a welcome admonition against certain common misconceptions about vision, it has some drawbacks of its own as an account of the nature of visual experience.

Any claim of the form “visual experience consists of X” immediately raises a family of familiar problems, regardless of whether X is “having a mental picture” or “extracting the invariant sensorimotor contingencies.” Ironically, the kind of problem such claims raise is explained with particular clarity in section 1 of the target article: All such claims fail to specify why X leads to that experience, or indeed why it should lead to any experience. Nothing in the current proposal takes it out of this explanatory dead end. Sensorimotor contingencies can no more explain the qualitative differences between modalities, than can the much simpler hypothesis that different modalities arise from the activation of different sense organs, or different efferent fibers, or different parts of the cortex. These may all distinguish among modalities, yet none—including the present proposal—addresses the question of why they are associated with different experiences; why they feel different.

If the experience of seeing arises from the extraction of the same sorts of sensorimotor invariants that must be extracted in object recognition, then one might expect that people who achieve a high level of proficiency in object recognition might have similar visual experiences. Yet blind people can reach very high levels of proficiency in object recognition, without any accompanying visual experience. There is no reason to believe that the experience of seeing can arise from anything other than direct stimulation of the visual system. In contrast, one can get genuine visual experiences without extracting sensorimotor invariants, providing that the inputs actually stimulate the visual nervous system. Such results are consistent with Miller’s doctrine of specific nerve energies (see, e.g., Müller 1896), but are not consistent with the view that experience “is constituted by the character of the sensorimotor contingencies at play when we perceive” (target article, sect. 6.3).

The discussion of visual awareness can be factored from the main body of the target article, which is about what vision does, or to put it in David Marr’s terms, what function it computes. Here, the authors make an interesting argument for including the activity of the motor system as part of vision. Yet one thing that can be said in favor of the old fashioned approach to vision is that it has achieved some remarkable results in the past 30 years. In the tradition often associated with David Marr and others, these invariants take a form called “natural constraints,” which are typically subject to rigorous mathematical analyses. This approach takes into account possible alternative viewpoints, which is why “nonaccidental properties” play a major role. Yet it does not include any analysis of concurrent activities of the motor system. When similar success has been achieved in characterizing recognition in terms of sensorimotor contingencies, the authors would be justified in claiming a breakthrough in the analysis of vision.

O&N devote considerable space to criticizing the appeal to “mental pictures” in vision, and I could not agree more with them. But then they play down the idea that vision involves anything that might be called a representation, choosing, instead to emphasize “the world as external memory.” While this is an important idea which I have also championed (Pylyshyn 2001), it does not obviate the need for some form of visual representation. Neither does recognizing the importance of vision for guiding action. Milner and Goodale (1995) have proposed that vision has evolved largely for controlling actions rather than creating internal representations. This idea led Milner and Goodale to investigate many properties of the visual system that heretofore had been neglected; such as that visual information may be available for motor control but not available for conscious access, suggesting that there may be more than one “visual system.” While O&N embrace the vision-for-action principle, they somewhat surprisingly (and unnecessarily) retain the idea that vision results in a unitary conscious experience.

While it is true that we often use our visual system to determine our actions, we also use it to find out what is in the world simply because we want to know. As George Miller once put it, we are basically informatores: we seek to know even if we have no possibility of acting towards what we see—as we do when we watch television or visit an art gallery or read a book. Most things we see are things we cannot act upon directly, such as the words in the target article. Of course what we find out through vision may lead to new beliefs and so may eventually affect what we do, but this is not the sort of behavior people have in mind when they speak of visually guided action (writing a commentary on an article is not an example of a visually guided action!). Much of what we see guides our action only indirectly by changing what we believe and perhaps what we want.

The target article also emphasizes the role of visual exploration. Yet the fact that we can clearly see things we have not visually explored, or have only explored in a passive way, as in the Zöllner-Parks “eye of the needle” and other successive-presentation phenomena, tells us that sensorimotor contingencies are not necessary for vision, even though they may often play a role. The usual way to deal with this dilemma, which the authors have not taken, is to appeal to ecological validity. Such lines of evidence as are reviewed in the target article do suggest that vision and action may be more closely linked than many believed; but they are far from showing that our visual system is designed around sensorimotor contingencies and knows nothing of the world it sees.

Neural correlates of consciousness are not pictorial representations

Geraint Rees* and Chris Frith†
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Abstract: O’Regan & Noé (O&N) are pessimistic about the prospects for discovering the neural correlates of consciousness. They argue that there can be no one-to-one correspondence between awareness and patterns of neural activity in the brain, so a project attempting to identify the neural correlates of consciousness is doomed to failure. We believe that this degree of pessimism may be overstated; recent empirical data show some convergence in describing consistent patterns of neural activity associated with visual consciousness.
A consistent finding in humans and monkeys is that damage to functionally specialized regions of the visual cortex leads to deficient awareness of the visual attribute represented in that area, without impairment of awareness for other attributes. For example, damage to the human homologue of V5/MT (middle temporal area) leads to akinetopsia (Zihl et al. 1983). Alteration of activity in that area through microstimulation (Salzman et al. 1990) or transcranial magnetic stimulation (Beckers & Homberg 1992; though see Pascal-Leone & Walsh 2001) leads to altered perception of that attribute. Even when sensory input and motor output are held constant, changes in perceptual awareness (Tong et al. 1998) or hallucinations (Iftiche et al. 1998; Silbersweig et al. 1995) are associated with enhanced activity in areas of visual cortex with functional specializations that correspond to the percept experienced. These remarkably consistent results from a wide variety of experimental techniques suggest that activity in functionally specialized areas of visual cortex is correlated with, and necessary for, visual awareness.

We do not claim that this neural correlate of consciousness is constitutive of, or even sufficient for, visual awareness; merely that it represents a consistent (and probably necessary) correlate of consciousness. Recent neuroimaging experiments suggest that visual cortex activity can be detected for unseen stimuli in parietal cortex (Rees et al. 2000; Vuilleumier et al. 2001), during change blindness (Beck et al. 2001) or following pattern masking (Dehaene et al. 2001). When stimuli reach awareness, not only is enhanced activity observed in the ventral visual pathway, but also in areas of frontal and parietal cortex (Kleinschmidt et al. 1998; Lumer 2000). For the parietal cortex in particular, a remarkably consistent locus of activation correlated with awareness is seen in the superior parietal lobule (Rees 2001). Parietal and prefrontal cortices are often associated with attention and motor control, so the consistent involvement of areas associated with action in conscious awareness is supportive of the general notion of a close relationship between (conscious) perception and action. However, activity in these areas is correlated with awareness even when sensory stimulation and motor behavior is held constant (Frith et al. 1999).

A consistent association of parietal and prefrontal activity with visual awareness supports the notion that motor control systems may play an important role in visual awareness, as O’Regan & Noé (O&N) suggest. However, it also implies that involvement of these systems can be independent of overt behavior (and consequent changes in the environment). Thus, an important qualification for their theoretical claims is that “mastery of sensorimotor contingencies” may reflect covert rather than overt behavior. The challenge for O&N is therefore to specify how this covert “mastery of sensorimotor contingency” differs from other cognitive processes such as attention or working memory. Indeed, the notion that motor activity is not necessary for awareness is consistent with clinical observations. Damage to motor cortex leading to paralysis causes little or no change in conscious experience, either acutely or in the long term. Indeed, an individual almost completely paralysed (apart from the ability to blink) authored a best-selling volume of short stories, displaying apparently normal consciousness (Bauby 1997). This failure to identify changes in conscious experience following changes in the ability of individuals to master sensorimotor contingencies must place important constraints on O&N’s theoretical approach.

The notion of the neural correlates of visual consciousness as reflected in activity in a distributed network of cortical areas is rather different to O&N’s characterization of such research as searching for a pictorial representation of the outside world inside the brain. No such representation is either assumed or implied by the research we review here. However, the consistent activation of specific areas poses a challenge to O&N’s predictions that no one-to-one correspondence between attributes represented in consciousness and brain activity is possible. We are sympathetic to the notion that consideration of action may have an important role in explaining how activity in the brain is associated with consciousness (Neisser 1967). However, empirical data does not support the wider implications of O&N’s claim that the study of the neural correlates of consciousness is doomed to inconsistency and failure.
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**Dreaming and the place of consciousness in nature**
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**Abstract:** The research program defended by O’Regan & Noé (O&N) cannot give any plausible explanation for the fact that during REM sleep the brain regularly generates subjective experiences (dreams) where visual phenomenology is especially prominent. This internal experience is almost invariably organized in the form of “being-in-the-world.” Dreaming presents a serious unaccountable anomaly for the sensorimotor research program and reveals that some of its fundamental assumptions about the nature of consciousness are questionable.

O’Regan & Noé (O&N) propose a new research program on vision and consciousness that combines the behavioristic tradition of Ryle and Dennett with modern views of “embodied” cognition. Among the core assumptions of this program are the following: Vision (and subjective visual consciousness) is a phenomenon realized at the level of organism-environment interaction; it is not to be found at any lower (subpersonal) levels of organization. Neither the brain in isolation from its environment nor any particular part or process or activity within the brain is sufficient for visual consciousness. This account is in accordance with phenomenology, for seeing is directed to the world and in seeing we are aware of being embedded in the centre of a visual environment, not of pictorial representations located within our heads; nor are qualities or binding required, for there is nothing phenomenally qualitative or unified in the brain.

The competing view is described as implying that visual consciousness is a unified pictorial representation within the head which, when activated, produces qualitative experiences. This research program tries to discover the direct neural correlates of consciousness in the brain. However, even if found, they would not explain how consciousness is produced. Furthermore, this view may imply the postulation of a homunculus who looks at the internal representations.

In my view, both of these research programs have got something right, but neither of them is entirely acceptable. O&N are correct in that our phenomenology is indeed experience of “being-in-the-world” rather than “pictures-in-the-head.” But what they do not realize is that the brain might be entirely sufficient for producing experiences in the form of “being-in-the-world!” Incontestable evidence from dream research (e.g., Foulkes 1985; Strauch & Meier 1996) shows that by far the most prominent form of dream experience is “being-in-the-world”: the dreamer finds herself embodied in a body-image embodied in the center of an organized, temporally progressing perceptual world consisting of the full range of sensory experiences in all modalities, visual experiences being the most prominent. Thus, the form of dream experience is identical to that of waking experience. Dreams are never experienced as “pictures-in-the-head.”

But now we should ask: If dreaming is an instantiation of subjective experience (consciousness), where is this phenomenon (or where are the conditions sufficient for bringing it about) located in the physical world (Revonsuo 1998)? During REM sleep, organism-environment interaction is virtually impossible because of the “sensory input blockade” that keeps sensory stimulation from
modulating the content of consciousness and the “motor output blockade” that produces nearly complete muscle atonia. At the same time, the brain is internally activated virtually to the same extent as during wakefulness (Hobson 1988; Jouvet 1999). Now, by any logic I am aware of, it necessarily follows from this evidence that the immediate causal conditions sufficient for bringing about the full range of subjective conscious experiences must reside inside the brain. Realistic experiences of “being-in-the-world” require nothing more than a brain that is physiologically in REM sleep.

These empirical facts are sufficient to disconfirm the claim by O&N that (visual) conscious experience in principle could not reside at the subpersonal levels of organization. O&N briefly discuss dreams, but they provide no description of the facts revealed by dream research about the phenomenological content of dream experience, nor any mention of the neurophysiological mechanisms directly responsible for bringing dreams about. That is not surprising, for most of those facts would be difficult to incorporate into their account of consciousness. For example, adventitiously blind people who nevermore can engage in any visual exploration of their environment nevertheless every once in a while enjoy fully visual dreams (i.e., experiences of being embedded in a visual environment). Such dreams are of special significance for them, because dreaming is the only occasion that remains for them to enjoy the visual qualitative experience of colors or the actual sight of the face of a loved one (Rainville 1994).

If O&N’s account cannot incorporate dreams in any plausible manner, what kind of avenues are then left for somebody who takes them seriously? The only alternative is not, as O&N seem to fear, the resort to the view that there are pictures in the head and homunculi looking at them. Instead, the starting point ought to be that, both during dreaming and during wakefulness, consciousness manifests itself in the form of “being-in-the-world” – experiences which are brought about in the brain. Consciousness can be thought of as a real biological phenomenon in the brain, and like other such phenomena, it resides at a specific level in the hierarchical system of ontological levels of biological organization. A reasonable empirical working hypothesis is that consciousness, or the “phenomenal” level, is one of the higher levels of neural or electrophysiological organization that still remain to be discovered in the brain (Revonsuo 2000).

I agree that finding the neural correlates of consciousness will not suffice, for correlation is not an explanatory relationship. Biological explanation instead seeks for the lower-level constitutive mechanisms. Thus, the lower levels of organization that figure in the explanation of consciousness not only correlate with consciousness but constitute it, and the features of the lower level must bear intelligible explanatory relationships to features at the higher phenomenal level (isomorphism may be one such relationship, but certainly not the only one; Revonsuo 2001). O&N seem to claim precognitive knowledge about the future course of neuroscience, since they are absolutely convinced that no explanatory relationships between consciousness and any phenomenon in the brain will ever be found. But that is just an argument from ignorance. Self-replication of biological organisms was an awesome mystery until it was solved by showing how the lower-level constitutive biological mechanisms can explain it. Similarly, if consciousness is a real biological phenomenon in the brain, we simply have to apply the strategies of biological explanation to this phenomenon in order to get a clearer picture of what its explanation might imply.

In conclusion, I submit that O&N have not bridged the explanatory gap. They have merely decided to pretend (along with Dennett) that, from the third-person’s point of view, there is nothing out there on the other side of the gap, so no attempts to bridge it are necessary. Neither this nor any other commentary is likely to change their philosophical views in any detectable way, but anybody who has not yet made up his mind about which research program on consciousness is to be favoured should perhaps think twice whether or not O&N’s philosophical approach is true to the empirical facts about the place of subjective consciousness in nature.
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The sensorimotor contingency of multisensory localization correlates with the conscious percept of spatial unity
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Abstract: Two cross-modal experiments provide partial support for O’Regan & Noë’s (O&N’s) claim that sensorimotor contingencies mediate perception. Differences in locating a target sound accompanied by a spatially disparate neutral light correlate with whether the two stimuli were perceived as spatially unified. This correlation suggests that internal representations are necessary for conscious perception, which may also mediate sensorimotor contingencies.

O’Regan & Noë (O&N) call upon the scientific community “to develop modes of first-person investigation of experience that do not suffer from the flaws of qualia based (introspectionist) approaches” (sect. 7.3, para. 7). Our work on cross-modal processing has employed such methods, obtaining results both in keeping with and at odds with the authors’ basic tenets.

Our experiments have examined a form of the ventri lineHeight illusion, in which the location of a target sound can be made to appear as originating from the location of a spatially disparate neural visual signal. Using this approach we have found evidence of what we believe to be correlates of both sensorimotor contingencies and conscious perception that demonstrates a striking interrelationship between these measures.

In our paradigm we presented a 50 msec neutral visual stimulus (i.e., an LED) 200–800 msec after the onset of a 50 msec auditory target (i.e., broadband noise burst). The target sound was presented at a range of locations from 0° to 30° from the midline, while the LED was presented at a range of spatial disparities (i.e., 0° to 15°) from this target. Subjects used a laser pointer to indicate the perceived location of the target sound, and a foot pedal to report whether the light-sound pairings appeared spatially “unified” (i.e., originating from the same location).

Localization performance, a measure we posit to reveal sensorimotor contingency, was found to be strongly correlated with whether subjects perceived the two stimuli as spatially unified, a report we posit to reflect conscious perception. Thus, independent of spatial disparity, when perceptual unity was reported, localization bias approximated 100%. That is, subjects pointed at the light, of spatial disparity, when perceptual unity was reported, localization bias approximated 100%. That is, subjects pointed at the light, which we believe to be correlates of both sensorimotor contingencies and conscious perception that demonstrates a striking interrelationship between these measures.

In our paradigm we presented a 50 msec neutral visual stimulus (i.e., an LED) 200–800 msec after the onset of a 50 msec auditory target (i.e., broadband noise burst). The target sound was presented at a range of locations from 0° to 30° from the midline, while the LED was presented at a range of spatial disparities (i.e., 0° to 15°) from this target. Subjects used a laser pointer to indicate the perceived location of the target sound, and a foot pedal to report whether the light-sound pairings appeared spatially “unified” (i.e., originating from the same location).

Localization performance, a measure we posit to reveal sensorimotor contingency, was found to be strongly correlated with whether subjects perceived the two stimuli as spatially unified, a report we posit to reflect conscious perception. Thus, independent of spatial disparity, when perceptual unity was reported, localization bias approximated 100%. That is, subjects pointed at the light, which we believe to be correlates of both sensorimotor contingencies and conscious perception that demonstrates a striking interrelationship between these measures.

We take this relationship between the reporting of spatial unity and localization performance to be supportive of O&N’s assertion that “perception can now be understood as the activity of exploring the environment in ways mediated by knowledge of the relevant sensorimotor contingencies” (sect. 2.5, emphasis in original). In essence, we have demonstrated that the pattern of localization bias a light has upon a target sound results from their dynamic sensorimotor contingencies, which coincide with whether the signals
are consciously represented as unified. Most striking is the finding that when the stimuli are spatially united in the external world (i.e., zero spatial disparity), they can still be reported as either unified or not, and this report is strongly correlated with localization performance. Furthermore, we agree, and feel that our data lends credence to O&N’s claim that their theory allows for the ventriloglauism effect by letting each modality “have their own specificities due to the particularities of the sensors and sensorimotor contingencies involved,” yet granting “interactions between the senses are to be expected when there are systematic correlations and common sensorimotor contingencies” (sect. 5.15, last para.). However, we also believe our results cannot be explained exclusively on the basis of this form of external representation. The strong influence of the neutral visual stimulus presented shortly after the auditory target suggests the workings of an internal representation which weights the contributions from the different sensory channels and compares these with a conceptual representation of space.

Furthermore, although we agree with the authors that localization (bias) may constitute the orientation activity typically considered a function of an observer-centered dorsal stream, and that judging unity may be a function of the object-centered ventral stream (sect. 8.5), we disagree with their claim that there is no need to join streams of information to produce “binding,” whether conceptually or temporally (sect. 8.3). Our finding of a strong linkage between localization bias and judgments of unity suggests an interrelationship between these two streams. In fact, growing evidence from anatomical, physiological, and functional imaging studies suggests much more connectivity between these streams than traditionally believed; a connectivity that could serve as the substrate for such binding processes.

Finally, O&N claim that “seeing is constituted by the brain’s present attunement to the changes that would occur as a consequence of an action on the part of the perceiver.” This suggests that localization occurs prior to unity judgments, and that, in fact, these motor actions drive our perceptual judgments. However, the results of our study, and our belief in an internal spatial representation, leave open the possibility of the converse. That is, the conscious perception of spatial unity (or non-unity) may ultimately dictate the type of sensorimotor contingencies employed to localize objects in space.

**The existence of internal visual memory representations**
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**Abstract:** Although O’Regan & Noë (O&N) claim that the world may serve as the viewers’ external visual memory, findings from the field of memory research have demonstrated the existence of internal visual representations. These representations are stored in the viewer’s brain, contain information regarding visual objects and their relations, guide subsequent exploration of the visual world, and promote change detection.

In arguing that the existence of mental representations cannot explain the experience of seeing or produce visual consciousness, O’Regan & Noë (O&N) dispense altogether with internal representations of the visual world. In their view, the visual world serves as its own external memory for the observer. Vision (or seeing) is a skill, and the information that must be represented by the brain to accomplish it constitutes knowledge (or “mastery”) of the sensorimotor contingencies that govern skillful visual exploration.

Whether certain kinds of mental representations are necessary and sufficient to mediate the consciously aware and experiential aspects of vision is an issue that we leave to other discussants. This commentary focuses instead on evidence from the field of memory research, including our own work, that emphasizes the existence of internal visual representations and that documents the use of such representations by the viewer in exploration of the visual world. We argue that vision and visual exploration necessarily entail an interaction between information currently present in the external world and stored memory representations derived from previous samplings of the visual world, even without the viewer’s conscious awareness.

Upon walking into one of the rooms in a building that we know well on campus, we can easily and quickly perceive the colors of the many objects in view; identify the objects and people in the room, determine whether it is an office or classroom or conference room, and note whether the event in that room is a seminar or thesis defense or office party. The ability to rapidly parse such situations has long been attributed to internal representations of experience, in the form of schemas or general knowledge structures, as shown in work dating back at least as far as Bartlett (1932). That such representations also shape the nature of visual exploration, as measured by eye movements, has been shown in work by Loftus and Mackworth (1978) and Parker (1978), who found increased viewing of the region in scenes in which the usual semantic relations were violated.

O&N cite as evidence against internal visual representations the results of Wolfe et al. (2000) on inattentional amnesia. In that work, subjects were presented with the same display repeatedly across trials, but were to search for a different target item on each trial. There was no speed-up in search, under these conditions, despite the many repetitions of the display. By contrast, there is an emerging literature that supports the idea that search does have memory (Peterson et al. 2001) and an enormous literature demonstrating that recent exposure to individual visual objects can modulate the speed and efficacy of subsequent processing of those items. Performance in reading words and in identifying visually present objects is enhanced when the items are repeated. That these repetition priming, or perceptual priming, effects are due to visual representations is suggested by evidence that priming shows considerable modality- and form-specificity; the effects are largest when the perceptual features are maintained across viewings (Roediger 1990; Tulving & Schacter 1990). Moreover, such priming effects are tied to representations in the brain. Functional neuroimaging data indicate that perceptual priming for visual ma-
terials is associated specifically with changes in cortical visual processing regions (Schacter & Buckner 1998). Prior exposure also shapes the nature of subsequent visual exploration of those materials when presented again, as measured by eye movements. Our own work has shown that the pattern of viewing of faces (Althoff & Cohen 1999) and of scenes (Ryan et al. 2000) is altered upon repeated presentations. These effects can occur in the absence of conscious or explicit memory for the (previously presented) primed items.

Our work has shown that visual representations include information about relations among the constituent elements of scenes, and are used by viewers to guide further visual exploration (Ryan et al. 2000). Subjects saw a series of scenes and then subsequently saw either repeated versions or manipulated versions of the scenes involving some difference in the relations among scene elements. Increased viewing was directed to the changed region in manipulated scenes, most notably when subjects were unaware of any scene manipulation. Accordingly, relational information was maintained in visual representations and was used by observers to guide subsequent eye movement behavior, even in the absence of conscious awareness of the change.

Chun and Jiang’s (1998) findings of contextual cuing, in which subjects were faster in finding a target in a repeated display of distractors compared to a new display, as long as the position of the target within the display remained constant, lead to similar conclusions. Viewers were apparently able to form representations containing information about the target object and its relations to the distractors in the display. Viewers were then able to use this relational information to guide further search behavior even in the absence of conscious awareness of the information.

Another empirical evidence cited by O&N as proof against internal representations of the visual world is the phenomenon of change blindness, in which viewers are surprisingly poor at reporting changes made to scenes on-line. However, our most recent work demonstrates eye movement evidence of change detection (Ryan & Cohen, submitted), emphasizing the presence of visual memory representations that are maintained on-line and used to guide subsequent viewing behavior. After viewing an initial scene, subjects saw it again immediately, either repeated in its original form or in a manipulated version. Subjects directed increased viewing to the very region of change in manipulated scenes, even within the first gaze to the region. Additionally, the overall pattern of viewing of manipulated scenes was altered compared to viewing of repeated scenes, even when subjects were unaware that a change had occurred. Similar findings have also been reported by Hollingworth et al. (in press).

Taken together, these findings indicate that internal memory representations of the visual world play a critical role in vision and visual exploration. Visual representations containing information about viewed objects and the relations among them are maintained in viewers’ brains and used to compare with the currently presented visual display in order to guide exploratory eye movement behavior.

Reexamining visual cognition in human infants: On the necessity of representation

Matthew Schlesinger
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Abstract: The sensorimotor account of vision proposed by O’Regan & Noë (O&N) challenges the classical view of visual cognition as a process of mentally representing the world. Many infant cognition researchers would probably disagree. I describe the surprising ability of young infants to represent and reason about the physical world, and ask how this capacity can be explained in non-representational terms. As a first step toward answering this question, I suggest that recent models of embodied cognition may help illustrate a way of escaping the representational trap.

O’Regan & Noë (O&N) present a compelling account of visual cognition that trades in the popular myth of vision as recovery and reconstruction of the 3D world, for a leaner, meaner alternative. I enthusiastically endorse their thesis that much of “seeing the world” can be better understood as a process of recognizing how actions in the world (e.g., eye and head movements) systematically transform sensory data over time. The theory of sensorimotor contingency reaches well beyond the domain of perception and visual consciousness, raising many important questions for other areas of research. In particular, as a developmental psychologist I would like to focus my commentary on the implications of O&N’s proposal for infant cognition research.

Infants mentally represent the world. Across a wide range of knowledge domains (e.g., number, objects, causality, classes), there is now unequivocal, or at least overwhelming support for the conclusion that young infants mentally represent the world (Baillargeon 1999; Meltzoff & Moore 1998; Spelke 1998; Wynn 1992; however, see also Bogartz et al. 2000; Haith 1998; Rivera et al. 1999). For example, young infants react with surprise (i.e., increased attention) when they see two dolls placed behind a screen and then only one doll revealed when the screen is removed (Wynn 1992). Infants are similarly surprised when they see a drawbridge appear to rotate through a space that was occupied a moment before by a solid box (but not if the box is shown to be made of sponge).

It is typically assumed in these studies that infants mentally reconstruct salient features of the physical environment, forming internal copies or models of the external world that not only persist over time, but also guide infants’ perceptual information-gathering. Complimenting the representational account of infants’ visual cognition are a number of recent computational models that illustrate how such representations might arise during early development (Mareschal et al. 1999; Munakata et al. 1997; Simon 1998).

Infants operate on their mental representations of the world. It may not only be the case that infants mentally represent the world, but that they also seem to use these representations as detailed physical models when data from the real world are temporarily unavailable (e.g., when an object is occluded). For example, infants react with surprise at the sight of a car that reappears after its path is obstructed by a large, occluded box (Baillargeon 1986). Such findings are used to conclude that infants use mental models to actively reason about the physical world, by forecasting or predicting the outcomes of occluded events.

The representational account of infant visual cognition creates a difficult challenge for O&N’s theory. Much of what they marshal as evidence for their proposal are data and thought experiments from the here-and-now, like exploring a bottle that is in one’s hands. How might we explain an infant’s putative ability to hold in mind both the existence and location of an occluded object, or more impressively, to recognize when that object should obstruct the movement of another occluded object, within the formal framework of sensorimotor contingencies? It is unclear how the idea of the “world as an external representation” could account for such impressive mental skills.

A first step toward escaping the representational trap. Can the sensorimotor account of visual cognition explain the apparent representational prowess of young infants? This is a difficult question, but one that I hope O&N can somehow answer. However, paralleling their approach are a number of researchers (e.g., Ballard et al. 1997; Nolfi & Parisi 1999; Scheier & Pfeifer 1995; Schlesinger & Parisi 2001) who (1) advocate the notion of embodied knowledge, and (2) have investigated a variety of practical tasks that would seem to require mental or symbolic representations, but that can in fact be solved by assuming that knowledge is body-based, situated, and encoded implicitly through temporally-extended actions.
As an example of this approach, I have developed an oculomotor control model that simulates the eye movements of an infant as it tracks moving objects (Schlesinger & Barto 1999; Schlesinger & Parisi 2001). Using a reinforcement-learning-algorithm, the eye-movement model quickly learns to anticipate the reappearance of an occluded object. Perhaps more impressively, like the young infants in Baillargeon's (1986) study, the model also tracks the target appropriately when its path is blocked by a hidden obstacle. Note that these prospective behaviors are achieved with only a simple associative learning mechanism, and without assuming or building in the capacity for memory or prediction.

Obviously, this eye-movement model is just one small step toward trying to explain infants' visual cognition in non-representational terms. Nevertheless, the model suggests that we can know about and act in the world, indeed, even anticipate future states of the world, without having to explicitly reference a mental model or symbolic representation. In this sense, of course, an important point of agreement between my model and O&N's more general theoretical account is that visual cognition is activity. It is unclear to me, however, how far such a theory can go toward explaining not only the (apparent) capacity for infants to represent the world in symbolic form, but also their capacity for using those putative representations to act, judge, or reason about the world in a prospective manner.

**Summary.** I have highlighted here the representational account of infant cognition. My challenge to O&N is to continue to expand and elaborate their theory in at least two directions. First, I hope that they can flesh out the sensorimotor account of vision in enough detail to provide a compelling alternative to the idea that knowledge acquisition is simply a process of copying external reality. Second, and more generally, I encourage both authors to raise their sights, and to begin thinking beyond the question of how can so many phenomena fall under the explanatory scope of this single theory? One reason, we suggest, is that it is not so much a coherent theory as an unstructured collection of three interesting ideas: (1) vision is active and exploratory rather than passive; (2) knowledge of sensorimotor contingencies plays a central role in conscious vision; and (3) the visual system uses the world as an "outside memory." Although most researchers would accept the first idea, the latter two are more controversial. More importantly, these ideas are essentially unrelated: each can be selectively denied while maintaining the others.

The scope of these hypotheses and the many types of evidence alleged to support them creates a substantial problem: given that the theory is not a single, structured claim, it is unclear which of the ideas are supported by which types of evidence. The sensorimotor theory is treated by O&N as a coherent whole, and evidence consistent with some of the ideas is inappropriately taken to substantiate the theory in its entirety. **The role (or lack thereof) of change blindness in the sensorimotor theory.** Here we focus on just one instance of this error, involving change blindness — the phenomenon wherein surprisingly large changes go unnoticed, even when observers are actively trying to find them (see Simons 2000a). The authors view change blindness as central to their theory: "the sensorimotor approach to vision...has provided the impetus for a series of surprising experiments on what has come to be known as change blindness. The robustness of these results in turn serves to vindicate the framework itself" (sect. 9). We suggest that both of these claims are mistaken, and that change blindness does not directly support the sensorimotor theory.

O&N suggest that change blindness was discovered as a direct consequence of the sensorimotor theory, or more precisely, the "world as an outside memory" claim. Although this idea did provide some of the theoretical motivation for recent work on such phenomena, the initial work on change blindness was not motivated by this issue at all. Most early work on change blindness derived from the study of visual integration and focused on the detection of changes during reading. For example, McConkie and Zola (1979) showed that observers often failed to notice when every letter on a screen changed case during a saccade. Other work on the failure to notice changes, both theoretical and empirical, similarly predated the current theory (e.g., Dennett 1991; Hochberg 1986; Phillips 1974; Stroud 1955).

The notion of using the world as an outside memory (e.g., Brooks 1991; O'Regan 1992; Stroud 1955) might explain why several forms of change blindness occur: we intuitively expect to detect such changes, perhaps on account of implicit beliefs about the capacity and fidelity of internal representations, or perhaps because of implicit expectations about the range of unusual or distinctive events that will draw our attention (e.g., Levin et al. 2000; Scholl et al., submitted). In any case, accurate change detection, when it does occur (in situations which do not induce change blindness) may be driven largely by motion transients which draw attention back to the world itself (e.g., Simons et al. 2000). Though the externalized memory hypothesis might predict change blindness, however, it is not clear that the sensorimotor hypothesis would. Sensorimotor contingencies require an internal memory from one instant to the next, because detecting contingencies depends on the ability to note how an environment changes in response to actions such as a "flick of the eyes." However, if the observer relied solely on the external world to provide their memory, then nothing would ever be seen to change across such flicks of the eyes (due to saccade-contingent change blindness). How, then, would observers learn what was stable and what was variable over time and across eye and head movements?

Thus, change blindness — including the flicker and mudsplash paradigms developed by Rensink, O'Regan, and colleagues — provides no direct support for O&N's sensorimotor contingency idea. In fact, it does not even directly support the externalized memory idea. Change blindness is consistent with the idea that we lack internalized, detailed representations: in the absence of such inter-
nal representations, change blindness would occur. However, the existence of change blindness does not logically require the absence of a representation (see Simons 2000b). Representations are needed to detect change, but they could also be present in the face of change blindness. For example, observers might represent both the original and changed scene, but simply fail to compare them directly (Levin et al., in press; Scott-Brown et al. 2000; Simons 2000b; Simons et al., in press). The presence of change blindness allows no conclusive inferences about the presence or absence of internal representations. All it tells us is that if we have such representations, we do not spontaneously gain conscious access to the differences between them.

Even if we grant the idea of an externalized memory, however, we can simultaneously deny every other aspect of the theory—including the idea that knowledge of sensorimotor contingencies plays a substantive role in conscious vision. Change blindness provides little support for the externalized memory idea and provides even less for the framework as a whole. It is thus misleading to characterize change blindness as vindication for the overall framework. At best, one small (and dissociable) part of the theory is consistent with change blindness.

**Are sensorimotor contingencies truly sensory? Do we really lack representations?** The problems induced by the lack of integration among the central ideas in O&N’s framework are amplified by the fact that the individual ideas are not always internally consistent on their own. Take, for example, the central idea that perception derives from knowledge of sensorimotor contingencies. This claim depends on a consistent relationship between objects in the world and changes in retinal stimulation. Essentially, these retinal changes must reveal invariant properties of the objects. However, in describing this proposal, O&N seem to want the theory to include not just flicks of the eyes, but also flicks of attention. But in what respect is a shift of attention sensory? If it does not change the retinal stimulation, how can it be the basis of a sensorimotor contingency?

Similarly, it is not clear that this model truly lacks internal representations and memory. The repeated appeal to “knowledge” of sensorimotor contingencies seems little different from an internal memory or representation of an object. The only difference from a traditional object representation is that the “knowledge” in this case is of dynamic rather than static information. It was for this reason that other attempts to eradicate memory from the process of perception argued that the invariant information underlying perception was present externally, in the environment (e.g., Gibson et al. 1969).

**Gibson redux?** The notion that manipulation of sensorimotor contingencies underlies perception and awareness is old, dating at least to behaviorist views. To quote an example from that era: “The awakening of a retained sensory impression when its response is made is memory in the common sense of the word. Thought, then, appears as a means of ‘trying’ different actions and anticipating their results through a process of automatic recall” (Ross 1933). Although O&N acknowledge the prior related work of several other authors, they pay surprisingly little attention to the one researcher who most (in)famously proposed these ideas; James Gibson. Both the content of the sensorimotor theory as well as the style of its exposition are highly reminiscent of Gibson’s work on direct perception. Yet, O&N rarely mention these similarities, even when Gibson addressed the same issues extensively. For example, both Gibson and O&N argue that perception is exploratory, that it depends on detecting the constant information amidst change (invariants), that learning improves the detection of correlations, that temporarily occluded objects are “seen” (Gibson et al. 1969), and that vision does not rely on an internal representation of the world (see Gibson 1966; 1979/1986 for further details). Furthermore, both essentially define away classic problems in perception and cognition such as the binding problem (O&N), or perceiving depth (e.g., Gibson 1966, p. 298). Despite the overwhelming similarity between the approaches and their implications, O&N entirely neglect discussion of how their views differ from Gibson’s, or the ways in which their approach might better handle the many well-known critiques of direct perception (e.g., Fodor & Pylyshyn 1981; Ullman 1980). Given the similarities, it is not clear that O&N fare any better in the face of such critiques.

One fundamental difference between Gibson and O&N is the nature of the stimulus for perception. Gibson emphasized that the information for perception was available in the visual world rather than in the retinal stimulation. Observers generally do not become aware of the retinal sensations produced by objects—they are just aware of the objects. Although O&N appeal to similar notions, their argument relies more on invariants of the retinal stimulation as the basis for perception. This issue is perhaps most apparent in the discussions of seeing “red” and of “filling in.” In these sections, the authors focus on how the brain might perceive changes to the retinal stimulation that result from moving the eyes, noting that the blind spot might provide additional information due to the changes in stimulation it imposes.

This approach has its pitfalls. For example, the theory is difficult to test empirically because it is affected by the nature of the sensory apparatus to a greater degree than Gibson’s views. One advantage of Gibson’s approach is that evidence for the presence and use of environmental invariants in perception could be taken as support for the theory. For Gibson, invariant information is present in the environment regardless of whether or not the perceiver is capable of “picking up” that information (Gibson 1966). For O&N, the information available for perception depends critically on the nature and structure of the sensory apparatus (at least in some cases—for other forms of sensorimotor contingency, they seem to appeal to a more Gibsonian view). The particular sensorimotor invariants that define red for one observer might then not be identical to those that define red for another observer. Although their approach to defining “redness” is clever and original, it is also untestable because no laws of sensorimotor contingency can be specified; their invariants are tied to the sensory apparatus and will not generalize from one observer to another. Not surprisingly, their paper lacks details about the nature of the contingencies that could underlie the perception of “red.”

**Concluding thoughts.** The sensorimotor theory of vision is notable largely for its impressive breadth; it attempts to marshal a wide variety of evidence in support of its several ideas, and thereby attempts to explain (or define away) several longstanding puzzles about the nature of visual experience. Although individually these ideas are each intriguing, O&N do little to explain how they are interrelated and how the framework as a whole is structured. Consequently, evidence that is relevant to only one aspect of the theory is often adduced as support for the whole. We have highlighted one example of this: whereas O&N claim that their theory is vindicated by their discovery of change blindness, we have argued that change blindness is entirely unrelated to claims about sensorimotor contingencies. Moreover, it provides little support for the more relevant claims about external memory. The lack of internal consistency, both of the framework as a whole and of its component ideas, leads to a view that is intriguing, but difficult to test empirically. Of course, some of these same objections have been applied to the quite similar views presented in Gibson’s theory of direct perception (e.g., Ullman 1980).

In sum, the sensorimotor framework would be greatly clarified by considering in detail (1) which parts of the theory receive direct support from which types of empirical evidence, (2) which parts of the theory must stand or fall together, and (3) which parts of the theory are substantive departures from earlier Gibsonian arguments.

**NOTE.**

1. Following these suggestions might in some ways work in O&N’s favor by highlighting, for those who are not favorably disposed to the theory, which ideas needn’t “go down with the ship.” For example, we were intrigued by the idea of using sensorimotor contingencies to explain the difference between the various sensory modalities, but as it stands it is not apparent from the text that you can accept this idea while denying most of the other major claims.
The absence of representations causes inconsistencies in visual perception
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Abstract: In their target article, O’Regan & Noë (O&N) give convincing arguments for there being no elaborate internal representation of the outside world. We show two more categories of empirical results that can easily be understood within the view that the world serves as an outside memory that is probed only when specific information is needed.

In line with the arguments in the target article, we consider vision to be tightly coupled to motor control. In order to catch a ball, one needs information about its size, weight, position, speed, and direction of motion. These attributes are important for different aspects of the action, so that they can be determined and processed independently within what has become known as separate visuomotor-channels (e.g., Jeannerod 1999).

Although determining visual attributes independently might be useful for controlling actions, this does not mean that the outcomes are independent, because the laws of physics and geometrical-mathematical relationships within the outside world. The consequence of independent processing is that the relevant sources of information are combined separately for each attribute. Physically related attributes might thus be determined on the basis of different sources, within physiological independent pathways. If all attributes are determined veridically, this independence remains unnoticed. It becomes evident when the processing of one attribute is erroneous, as is the case in visual illusions (Smeets & Brenner 2001). Two examples clarify this.

For intercepting a moving object one needs information about its speed to regulate the timing of one’s action, and information about its (egocentric) position to direct one’s action. Due to the noisiness of extraretinal information on eye orientation, the most accurate estimate of object speed will generally be one based on relative retinal information (Smeets & Brenner 1994). For determining an object’s egocentric position, the use of extraretinal information cannot be avoided. And indeed, moving a visual background influences the perceived speed, without influencing the perceived position (Duncker illusion). In our view, each such attribute is processed independently to control a certain aspect of our actions. The Duncker illusion therefore affects the timing of one’s action, without influencing its direction (Smeets & Brenner 1995).

A similar reasoning holds for grasping an object to pick it up. To move the digits to the object’s surface, information about positions on that surface is needed (Smeets & Brenner 1999). To subsequently apply adequate forces to lift the object, a visual correlate of the object’s weight is needed: that is, its size (Gordon et al. 1991). As with the previous example, these geometrically related aspects (positions and size) might very well be determined on the basis of different sources of information. The positions will again be determined using extraretinal information, whereas the object’s size might be determined purely on the basis of retinal information. This explains why illusions of size affect the lifting force in grasping, but not the grip aperture (Brenner & Smeets 1996).

Independent processing of physically related attributes is not only evident in the visual control of action, but also in conscious perception. For instance, if one looks for a while at a waterfall, and subsequently fixes a tree at eye-level near that waterfall, the tree appears to move upward. The apparent position of the tree remains approximately at eye-level. Other examples of inconsistencies can be found in visual illusions, such as the Müller-Lyer illusion. This illusion influences the perceived size of the figure without affecting the perceived positions of the end-positions (Gillam & Chambers 1985). In analogy to the claim that we process only one fragment of the world at a time (sect. 4.2), this apparent inconsistency suggests that conscious perception involves processing only one attribute of that fragment at a time.

If one accepts that not all attributes are processed at a time, one can understand the flash-lag effect (e.g., Nijhawan 1994). This effect manifests itself when a subject is fixating a screen on which a target is moving continuously while another target flashes. If the subject is asked to indicate the position of the moving target at the time of the flash, he will misjudge this position in the direction of the target’s motion. This has been interpreted as the result of motion extrapolation. However, this cannot be so because if the target unexpectedly reverses direction near the moment of the flash, the misjudgements are never beyond the actual trajectory of the moving target. It is more likely to be caused by different processing times for flashed and continuously presented stimuli (Whitney & Murakami 1998).

However, there is no reason to assume that flashes are processed more slowly than continuously visible stimuli. What then is the cause of this apparent difference in processing time? If not all attributes are processed continuously, the position of the moving target will have to be probed at some instant. This presumably takes time, and can start only after the flash has been detected. The moving target’s position (or other attributes such as its colour and shape) will be probed too late. If this explanation is correct, the flash-lag effect should disappear if we change the experiment in a way that allows the position of the moving target to be probed at the time of the flash. A simple way to do so is to provide an additional cue for the time (or equivalently, the position of the moving target) at which the flash will occur. Indeed, the flash-lag effect is reduced markedly when this is done (Brenner & Smeets 2000).

Re-presenting the case for representation
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Abstract: O’Regan & Noë (O&N) present the most radical departure yet from traditional approaches to visual perception. However, internal representation cannot yet be abandoned. I will discuss: (1) recent evidence for very short-term pictorial representation of each fixation; (2) the possibility of abstract representation, largely unconsidered by the authors; and (3) that sensorimotor contingency theory requires internal visual retention and comparison.

O’Regan & Noë (O&N) extend the implications of recent change detection studies by arguing that not only is it unnecessary for the visual system to construct a point-by-point pictorial representation of the world across multiple fixations, but that no such information need be internalised on even the shortest of time scales. However, the reader should be cautious before abandoning all notion of representation and should first consider some of the implications of this model and other possible accounts.

Whilst it would be hard to argue that we build up a point-by-point representation of the outside world, it is also clear that there are limits to what can be done with information from a single fixation. This suggests that we need a new approach to representation.
point pictorial representation over multiple fixations, there is evidence to suggest that a much shorter-term version might well exist. Contemporary accounts of visual perception often include a very short-term pictorial component (e.g., Rensink 2000). O&N would argue that these models represent a reluctance to depart from old ways of thinking about vision, but there is considerable evidence in recent literature to support the notion of a pictorial representation that survives only in the order of a fixation duration. Recently I studied what subjects can report about their fixations during the real life activity of making a cup of tea (Tatler 2001). Whilst making tea they were interrupted by the lights being turned off and asked to report details of what they were fixating. Subjects were able to report accurately the content of their fovea for the fixation interrupted by the lights going out, but were unable to report the content of previous fixations. This result suggests that detailed pictorial information is available to subjects within the current fixation but does not survive multiple fixations. The data further suggest that the locus of the subject's report is not the retina but a low-level buffer in which a veridical copy of the retinal image survives until it is overwritten soon after the start of the next fixation. In a recent change detection experiment Becker et al. (2000) support the notion of an iconic store that is overwritten by each new fixation. De Graef and Verfaillie (2001a) use point-saccadic masking to argue that pictorial representations of the retinal image are routinely established, but overwritten in the first 50 msec of each fixation. These empirical studies cannot be explained easily if we disregard all notion of internal pictorial representation, as O&N would like us to do. It should be noted, however, that O&N's model need not exclude the possibility of a very short-term pictorial representation and that many of their arguments could be equally compelling if they were to embrace the existence of such a representation.

In presenting their case for the "World as an Outside Memory" (WOM), O&N argue that no vestige of the visual environment need ever be internalised. It is certainly the case that when we require detailed inspection of a particular part of the world we simply direct our high-resolution foveas to that location. This observation lends support to the WOM model, but also raises some concerns particularly when we consider that it is not unusual for very large gaze shifts of up to 140º to be made in the real world (Greaey et al. 1999; Land et al. 1999). These large gaze shifts can locate items and positions with considerable accuracy, an achievement that is surely beyond the limits of our peripheral vision. In these situations it is hard to explain saccade targeting if we take the authors’ stance in supposing that no aspect of the visual environment is ever internally registered. Although I agree that there is no need for a detailed pictorial representation of the whole scene, it seems that some more abstract record of the environment may well be required for our operation in the real world. This echoes the feelings and findings of many current researchers (e.g., Rensink 2000; Simons 1996) and O’Regan has, in the past, proposed the retention of more abstract details of the visual environment (O’Regan & Lévy-Schoen 1983). The present account could easily encompass the existence of an internal abstract representation of the world if we do not take such a hard-line view on the WOM model of perception. It is surprising that the authors do not give due consideration to the possibility or implications of abstract representations in their construction of the current model.

O&N’s sensorimotor contingency (SMC) theory is a provocative and innovative attempt to account for many aspects of visual perception in the complete absence of internal representation. The theory proposes that perception is based upon the knowledge of changes to retinal stimulation as a result of world- or egomotion (actual or potential), and so is an extension of the Gibsonian view of perception. Let me highlight one key issue raised by the SMC account. The authors consistently argue against internal registration and retention of the retinal image and yet the SMC theory critically relies upon comparisons of the retinal stimulation across viewpoint changes. If there is no visual retention or internal registration, how can we ever make these comparisons or build up knowledge of the structure of changes that occur for given eye movements on objects? Hence, how can we establish the laws of sensorimotor contingencies that are so vital to O&N’s theory? This point warrants further exploration by the authors if they wish to retain their strong position of supposing that visual details are never internalised.

O&N’s account of visual perception in the complete absence of internal representation is provocative and well-presented, and representative of the changes in our approach to visual perception that are necessary in the light of the recent descriptions of change blindness. Certainly we should all entertain these possibilities in our considerations of visual perception, but we must be cautious not to adopt a position that is equally as extreme as the old ideas of a complete internal picture. There is ample evidence and possibility within the current framework for very short-term pictorial representations and persistent abstract representations of our visual environment.
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Abstract: One can support O’Regan & Noé’s (O&N’s) commitment to the active nature of vision and the importance of sensorimotor contingencies without joining them in rejecting any significant role for neurally realized visual representations in the process.

O’Regan & Noé (O&N) offer an importantly different perspective on vision and visual awareness, which aims to challenge not only the standard answers in the field but many of its questions as well. Their own view comprises both positive and negative claims. To the positive, they ably demonstrate the importance of sensorimotor contingencies in visual perception. Negatively, they deny that visual perception involves the construction of a neural representation of the environment. However, the latter does not follow from the former, at least not without the addition of controverisal assumptions about visual representations, for example, that they would have to be complete and unified. Thus, one might accept the major role the authors accord to sensorimotor contingencies but still believe that vision and visual experience involve some form of neural representation. Indeed, reflection on the sensorimotor model might lead one to just such a belief.

The disagreement turns in part on what one takes the representational model to entail, and O&N seem at times to pack a lot of heavy and dubious baggage into it. For example, they regard the results from inattention and change blindness studies as weighing against the representational model. Some, no doubt, hold a naive view of visual representations as complete details depictions of the entire scene, but the representational model itself carries no such commitment. One can agree that at any given instant the percever gets detailed information about only a small portion of the surround, but still invoke neurally based representations to explain how all the relevant information is realized, at whatever degree of resolution. Nor do visual representations require a viewer, a homunculus in the inner theater, as O&N imply. According to many representational theories, the percever does not observe or “view” the representations. She sees external objects, but her ability to do so is underlain by neural features that function as representations of the scene.

Thus, we need to be clear about what something must do to “function as a representation” in the relevant context. Are representations in that sense compatible, incompatible, or perhaps even entailed or strongly implied by the sensorimotor model of
The rat gains is not behaviors but information that might be of relevance. Famous experiments showed, rats acquire a detailed knowledge of the environment they inhabit. But many researchers have argued that learning is just the learning of behaviors. However, there have been recent advances in understanding how perceptions are acquired and stored in the brain.

Having recognized that perceptual systems are a means to the goal of adaptively modifying behavior, behaviorists drew the false conclusion that learning is just the learning of behaviors. Consider the familiar guided missile example they use. The missile’s pursuit is guided by the sensorimotor coupling between it and its target. Its success depends on its being accurately tuned to the contingencies that govern that coupling. According to O&N, the successful operation of such a visually coupled process of agent/environment interaction involves nothing that functions as a representation of the target or the scene. Whatever information that missile acquires about its target is realized solely in the structure of their coupled engagement; vision, as they say, is a form of action. But consider real cruise missiles that evade radar detection by flying low and hugging the terrain. They are responsively coupled to their immediate environment, but their “look-down” system is used to navigate and identify its location and course by matching current imaged landforms against stored “maps” of the terrain. In such cases, there seems good reason to think that both the stored terrain maps, and the processing outputs that are matched against them, function as representations.

O&N must take care not to repeat the error of behaviorists. Having recognized that perceptual systems are a means to the goal of adaptively modifying behavior, behaviorists drew the false conclusion that learning is just the learning of behaviors. But, as many famous experiments showed, rats acquire a detailed knowledge of the spatial layout of their environment in the absence of any significant prior experiences. Whatever information that rat gains is not behaviors but information that might be of relevance to a wide range of future behaviors.

Somewhat analogously, O&N seem to go too far when they propose to identify vision with the successful coupling that takes place during a visually mediated engagement. There is indeed continuous sensorimotor feedback which shapes the response in a way that harmonizes with the environment. But vision seems also to involve the acquisition and storage of information for future use by means of the sorts of representations they are eager to deny.

Consider O&N’s examples of “ash can art” in Figure 2. They use those examples to show how poorly subjects remember and distort the scene in their memory-based drawings, and thus, perhaps, also how incomplete and schematic the subjects’ perception of the scene can be. One can grant all that, but still note that the copies are more accurate than inaccurate, despite having been produced in the absence of visual access to the originals. The natural explanation is that by viewing the originals, the subjects were able to lay down a representation — incomplete and uneven in detail though it might be — that could be retrieved through imagistic memory in a form accurate enough to guide the intentional action of drawing a copy.

Moreover, that same information could have been applied to a wide range of behaviors other than copying, which illustrates a general feature of representational processes. As organisms move away from sensorimotor links that subserve particular behaviors, they develop structures that carry information in a form accessible to an open-ended range of applications. Rather than acquiring a set of interactive contingencies of the sort needed to guide a specific behavior, they store information in a format that can be applied in a diversity of ways, should the situations arise. I don’t want to beg the question against O&N, but I am hard pressed to see why taking the sensorimotor aspect of vision seriously should lead one to reject such plausible representationalist models.

In search of the ultimate evidence: The fastest visual reaction adapts to environment, not retinal locations

Boris M. Velichkovsky and Sebastian Pannasch
Psychology Department, Dresden University of Technology, D-01062 Dresden Germany. velich@applied-cognition.org
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Abstract: The sensorimotor account of perception is akin to Gibsonian direct realism. Both emphasize external properties of the world, challenging views based on the analysis of internal visual processing. To compare the role of distal and retinotopic parameters, distractor effect – an optomotor reaction of midbrain origin – is considered. Even in this case, permanence in the environment, not on the retina, explains the dynamics of habituation.

The target article presents a refreshing synthesis of hitherto separate research, but it also creates a déjà vu impression. Every forty years, somewhere in the world, there is a rebellion against passive, mirror-like theories of cognition. For instance, a sensorimotor treatment of perception was the established approach in Russian “psychology of activity” (see Velichkovsky et al. 1973). In the ’60s, labs around Leont’ev and Luria tried to implement ideas of an activity-based approach to perception and even to find eye movements (presumably in the tremor range) which could explain color perception, however without much success at that time.

In this commentary, we describe new data relevant to the world-as-its-own-model hypothesis. If there is a neurophysiological transition from proximal to distal representations somewhere in the brain, what does it mean for perception? O’Regan & Noë (O&N) deny the relevance of such a transition, basically in line with the Gibsonian argument. This argument may not always be conclusive in its case. All phenomena considered by O&N involve cortical processing that can include not just one but several transitions from retinotopic to spatial coordinates; hence, it is rather tempting to relate them to phenomenal perception.

Of interest, therefore, is the much simpler phenomenon of the distractor effect. This (also known as the “remote distractor effect”) refers to an inhibition of a saccade or – what is the same in a free visual exploration – to a prolongation of the current fixation after a sudden visual event (Levy-Shoen 1969; Walker et al. 1997). With its reaction time of only 100 msec, the distractor effect is the fastest optomotor reaction in humans. This effect is also evoked by acoustic signals, so it could be related to orienting reaction (Pannasch et al. 2001).

As a symptom of orienting reaction the effect should habituate, that is, become habitual – but there was no sign of a habituation in our experiments. One possible reason could be that we used a gaze-contingent paradigm presenting distractors in the same area of the retina. In a new experiment, we compared distractors’ efficiency over time when they appeared either in the same retinal location (variable localization in the world) or in the same place of the picture (variable retinal location). Full-screen copies of nineteenth century paintings were presented to the subjects on a 17-inch computer monitor with instructions to study them for a 20 sec recognition test. After the initial phase of 20 sec, distractors (circular patterns of 4 degrees diameter) appeared within approximately every seventh fixation. Distractors were presented for 75 msec either in the lower right part of the picture, 12 degrees from the center, or in the respective location of visual field. In addition, they were presented 50 or 150 msec after the start of fixation. After 12 distractors, the first picture was replaced by the next picture, and so on. Conditions were partially counterbalanced across 6 subjects and 4 pictures.

Figure 1 shows the main results. No effect is observed either in space or in retinal coordinates for 50 msec delay. For 150 msec and permanent localization in the picture, there is a clear distractor effect as well as two habituation effects – between pictures.
Perceptions as hypotheses of the outside world
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Abstract: Perceptual phenomena reviewed by O'Regan & Noë (O&N) cannot be explained by bottom-up activity alone, but conventional interpretations suffice if perceptions are seen as activations of memory models of the outside world and its events. Motor involvement is necessary only during the phylogenetic and ontogenetic development of perceptual mechanisms.

O'Regan & Noë (O&N) argue that signal activity of the brain alone, without considering the outside world and exploratory actions, is not sufficient to explain visual perception. For example, it can be shown that the visual perception of objects and features correlates with the activity of the lateral occipital cortex (Vanni et al. 1996), parieto-occipital alpha and mu rhythms (Vanni et al. 1997; Vanni et al. 1999), or the sustained activity in the V3 complex (Uistal et al. 1997). According to the notion of O&N, results like these are not causally related to perception. What, then, motivates experiments on neural correlates of perception? What should be added in order to explain perception?

O&N answer the second question but they do not provide a suitable answer to the first one, perhaps because their framework does not allow it. The framework presented by O&N is suspect, however, because it cannot deal with perceptions such as pain, migraine fortification illusions, or phantom limbs and related perceptual peculiarities, which do not have any sensorimotor involvement. For the auditory and somatosensory percepts this is even more evident. We can understand speech, or experience music, without moving our ears or body.

O&N submit afferent neural representation as a competitor of their framework. It is easy to show neural representation as untenable with the perceptual phenomena they review. A much harder adversary is the approach going back to Helmholtz, who assumed that perceptions are based on unconscious and involuntary inferences concerning the properties of objects to be perceived (see Southall 1962). Gregory (1972; 1980) developed this notion by assuming that perceptions are hypotheses tested by thinking; the source of hypotheses is ideation and memory models. This framework can probably explain all the data presented by O&N without being at any variance with the conventional interpretations. For example, a visual activation occurs in the putative parieto-occipital sulcus after an eye blink (Hari et al. 1994) or saccadic eye movement (Jousmäki et al. 1996). These activations may represent signals that are necessary for preventing the disturbance of hypothesis testing caused by irrelevant movements. The hypothesis testing is based on relevant information present in all sensory systems, context, memory, intended and executed actions, and so forth.

What are these hypotheses? Psychologically speaking they are models of the outside world and its events as they are supposed to be. They are not abstract concepts or “images in the head.” Physically, they are extremely complex activation patterns in neural networks. They result from anatomical connection weights, afferent stimuli, and recurrent activities that reflect attentional selection, memory, and thinking. The selective activation of only a subset of neurons, which depends on the task at hand, minimizes the computational load and energy consumption of the brain. This notion assumes no special role for sensorimotor events and contingencies, movement, or action, although they can modify perceptual mechanisms as the prism experiments reviewed by O&N show.

O&N’s article does not indicate how sensorimotor contingencies affect the limits and variations of vision, or how visual mechanisms originate. Although sensorimotor contingencies might...
have played a decisive role in the development of the computational hardware of the brain, they are not a prerequisite for vision any longer when the mechanisms are actually used. The connection strengths between neurons are largely built up during ontogenesis, but the evolution of the mechanisms should not be forgotten.

Virsu and Hari (1996) have given a quantitative example of how a locomotion-based magnification factor from the retina to cortical areas can evolve. They derived a realistic approximation of the magnification factor assuming only that the same amount of cortical visual apparatus was used by our walking ancestors for analyzing the visual world at different eccentricities. As this mechanism exists now, it automatically and extremely rapidly performs the hardware computation of several invariances of spatial vision. It also determines the variations and limits of vision for a large number of spatial, spatiotemporal, chromatic, and attentional variables across the whole visual field (see Carrasco & Frieder 1997). Thus the mechanism yields preprocessed data for hypothesis testing.

Movement-dependent evolution and ontogenesis (see Held & Hein 1963) may explain even quantitatively how the computational hardware mechanisms of perception have developed, but this does not mean that there is anything “motor” in the hardware any longer, not even when the mechanisms can guide reflex movements. Vision at the present, conscious or not, is possible without motor acts or their preparation, and movements can be ballistic without feedback from sensory data. Motor acts cannot exist without memory involvement, but perception can exist without motor acts, solely on the basis of memory and hypothesis testing. Neural correlates of visual perception emerge from the brain mechanisms that are utilized in perception, independently of their possible origin in motor acts. In sum, the study of neural correlates produces essential information about the mechanisms of perception, independently of sensorimotor contingencies.

A non-epistemic, non-pictorial, internal, material visual field

Edmond Wright
Faculty of Philosophy, University of Cambridge, Cambridge CB3 9DA, United Kingdom. elw33@hermes.cam.ac.uk

Abstract: The authors O’Regan & Noë (O&N) have ignored the case for the visual field as being non-epistemic evidence internal to the brain, having no pictorial similarity to the external input, and being material in ontological status. They are also not aware of the case for the evolutionary advantage of learning as the perceptual refashioning of such non-epistemic sensory evidence via motivated feedback in sensorimotor activity.

On the one hand, the authors O’Regan & Noë (O&N) somewhat ingenuously, admit that they did not set out to refute “the philosophical opposition” (sect. 6.9, para. 4). On the other hand, with an argument F. H. Bradley used (see Price 1961, p. 127), they choose to attack repeatedly a philosophical claim about internal representational projection which can be dated as far back as the nineteenth century: typically, that of Bradley’s target, Thomas Case (Case 1888, p. 25). But there have been many obvious and detailed rejections both of Case’s view, and of Bradley’s objection to it, by supporters of another type of internal field (Alroy 1991; Lowe 1981; 1996; Maund 1975; 1993; 1995, pp. 25–49; Sellars 1922; Wright 1975; 1990, pp. 82–84; 1994, pp. 483–86; 1996, pp. 23–28).

Take the authors’ claim that all supporters of an internal presentation are committed to there being “red neurons” in the brain. This is rhetorically parallel to Bradley’s complaint that Case was committed to the claim that “when I smell a smell I am aware of the stinking state of my own nervous system” (see Price 1961, p. 127). Roy Wood Sellars was the first to present the theory that the relation between sensory inputs and their presentation in the brain is not a copy but that of a “differential correlation” (Sellars 1932, p. 86), and that therefore, for the visual system, there is no pictorial resemblance between the input and the cortical presentation. “Sensuous contents are not like what controls their rise” (Sellars 1919, p. 414; his emphasis). This “structural isomorphism” implies that a colour experience will bear some relation (e.g., to intensities, wavelengths, etc.), not necessarily in direct ratio, to its causes, both near and distal, which will not be “coloured” at all. This also disposes of the ancient Homunculus Objection (first used by Hermann Lotze 1884, pp. 492–93, relied on by the authors, sect. 5.4, para. 3) since the internal sensing is obviously not done with eyes, which have evolved to pick up the uncoloured light-rays. Obviously, then, there cannot be, within this theory, any “pictures in the brain” for pictures are actually uncoloured. Sensing, of whatever kind, is a direct neural experience. Incidentally, the authors appear to be confident that external space is stereoscopically three-dimensional; but stereoscopic space is also a sensory feature (it can be turned inside out: Nakajima & Shimjo 1981), and, furthermore, there is no guarantee from physics that real space is three-dimensional (Stewart 1986). So the internal response-field is involuntary, non-mental, hence material, evidence, and does not carry information about “the characteristics of objects” (sect. 2.4, para. 3). It is like a footprint – material evidence, but not literal information, open to guesses about its causes.

There is much empirical support for the basic non-epistemic state of sensory fields (see my extended discussion, Wright 1996, pp. 24–28). Josiah Royce gave an example of the non-epistemic in 1895 (Royce 1958, pp. 309–10; see also Arthur W. Collins 1967, p. 455, for the first use of the term). Another counter-example is my After-Image Argument (Wright 1983, pp. 57–62), which no one has yet tried to refute: it is an example of an experience which does not “look like anything” (target article, sect. 5.11, para. 6), yet which is simply plainly sensed, in colour, and after a while does come to look like something. One might mention here that it is empirically false to state that when one closes one’s eyes, one sees “a blank” (sect. 2.1, para. 5): I have just tested this, having seen the background colour of light through my eyelids, after-images of what I last looked at, and, being a good visile, mental imagery, which I may or may not find objectifiable. It is also weak to suggest that a belief in qualia is not widespread (sect. 6.9.2); I have found many non-philosophers who find it the reverse of counterintuitive.

What is fundamentally odd about O&N’s approach is that they praise Jean Piaget’s view of the importance of the sensorimotor feedback in vision (sect. 2.2, para. 4), but he is a constructivist, for whom “to know is to assimilate reality into systems of transformations” (Piaget 1970, p. 15), in which actions are “added, reordered, sequenced, related” (p. 17; my emphasis). Constructivism sees “entities” as the organism’s ongoing, adjustable selections for action from the real evidence that is sensory experience, not as already given units in the external real as the authors here “magically” view them. It sees the real continuum as existing both as sensory evidence and as its external causes, but objects and persons – “objective reality” – only as viable selections from that evidence (as to why we are often unhappy with that thought, see Wright 1992, pp. 47–50). The incessant intersubjective updating of concepts that goes on under the regime of motivation, even that of persons themselves, proves simultaneously the existence of the evidence, both as internal field and external cause, as against the tentativeueness of objectivity, and this without sliding into solipsism (a fortiori because the self, as any “entity,” is corrigible from outside itself). We only achieve what Stevan Harnad calls “convergence on approximations” (Harnad 1987, p. 537). Those selections have the viable character of a hypothesis without being consciously so (Gregory 1983, pp. 256–80). To use O&N’s own words against themselves, we only “take ourselves to be embedded in the environment” (sect. 6.7, para. 2, my emphasis), for they mean the objective environment, the “reality” that we “take to be” certain,
not the material real, disturbingly contingent, in which we are embedded. The nature of the internal field as sketched above has therefore the evolutionary advantage of being open to constant updating from the non-epistemic evidence, even in the singularity of the “entity.” As the sixth-century Indian philosopher Dignaga sensibly said, “Even ‘this’ can be a case of mistaken identity” (Ma-tial 1986, p. 332). There is no space to bring out the scope and fertility of this theory (see Wright 1990, pp. 85–87; 1999; 2000, 2001), but the authors might yet see that there is some justification for Gregory Harding’s claim, that a place for qualia must be found in “a richer conception of the physical” (Harding 1991, p. 302).
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Abstract: The most important clarification we bring in our reply to commentators concerns the problem of the “explanatory gap”: that is, the gulf that separates physical processes in the brain from the experienced quality of sensations. By adding two concepts (bodiliness and grubbiness) that were not stressed in the target article, we strengthen our claim and clarify why we think we have solved the explanatory gap problem, – not by dismissing qualia, but, on the contrary, by explaining why sensations have a “feel” and why “feels” feel the way they do. We additionally clarify our views on: internal representations (we claim internal representations cannot explain why sensation has a feel), on behaviorism (we believe there are nonsensical explanations that make a difference, but those that depend on the brain do something important in perception).

The aim of our target article was to explain perception and perceptual consciousness. Specifically, we sought to lay out a way of thinking about visual experience (indeed, about perceptual experience more broadly) that can address the explanatory gap for consciousness, that is, the problem of understanding how physical mechanisms can give rise to consciousness (to experience, sensation, feelings). We are grateful to the commentators (including those whose comments were not accepted for publication in this issue). Their criticism forces us to clarify our position.

**R1. Finding and closing the explanatory gap**

Broackes, Block, Clark & Toribio, Cohen, Kurthen, Manzotti & Sandini, Lamme & Landman, Laming, Oberauer, Pylyshyn, Revonsuo, and the Editor doubt that the sensorimotor approach provides for a novel solution to the problem of the explanatory gap. We address this issue in this section by formulating more explicitly the reasoning implicit in the target paper.

The explanatory gap for perceptual consciousness has several aspects. Following Hurley and Noë (forthcoming), we can distinguish three different questions that need posing (cf. Chalmers 1996, pp. 234–35).

1. The intra-modal comparative aspect: Why does it look like this (spherical, say), rather than like that (say, cubical)?
2. The inter-modal comparative aspect: What makes one experience visual whereas another is tactile?
3. The basic question: Why is there experience at all?

It is clear that the sensorimotor approach makes a contribution to (1) and (2). As for (1), the intra-modal aspect, consider that the differences between a spherical and a cubical object of sight correspond in part to differences in laws of sensorimotor contingency. For example, there are systematic changes in the character of the profile of a cubical object as you move around it. These patterns of changes are totally unlike the changes in sensory stimulation that occur as you walk around a sphere. The visual quality of looking cubical is constituted (at least in part) by your knowledge of how your visual stimulation will change as you move around it.

Intra-modal differences pertain to differences in the objects of sight. Inter-modal differences pertain, rather, to the differences in what you do when you encounter objects through different sensory modalities. Moving your eyes to the left or right will produce a change in sensory stimulation related to an object if that object is being visually perceived but not if it is being tactually perceived, or if it is being listened to. Likewise, stopping and unstopping your ears affects your relation to things you are hearing, but not your relation to things you are seeing. In general, in agreement with a suggestion made previously by Facherie (1999), we argue that the sensory modalities differ from one another in that they are governed by different laws of sensorimotor dependency.

But what of the basic question (3)? Can the sensorimotor approach explain why activity drawing on knowledge of sensorimotor contingencies gives rise to experience at all? Several commentators challenge us on this score. Clark & Toribio, for example, write that “Even if the contents of our conscious visual experiences reflect ways of acting in the world, the hard problem surely remains.” Oberauer asserts that we are victims of the illusion of thinking that sensorimotor contingencies can do something that neural representations cannot, namely explain the emergence of consciousness. The Editor writes: “The point is that what is seen is felt, not merely registered, processed, and acted upon. To explain consciousness in terms of sensorimotor action, one has to explain why and how any of that processing is felt . . . .”

To make some headway, let us consider a fourth question about the explanatory gap, this one intermediate between questions (2) and (3).

2’’. The perceptual aspect: What is the basis of the difference between perceptual and nonperceptual awareness of a thing? The contrast here is between conscious states with sensory qualities and those without sensory qualities. To deal with (2’’), compare your visual experience of a book on the table in front of you with your nonperceptual awareness of a book on your desk in the next room. Two features sharply distinguish these two modes of awareness.

Bodiliness. Moving your body makes a difference to the mode of your awareness of the book in front of you on the table but not to the mode of your awareness of the book in the next room. In particular, it is not just any body movements that make a difference, but those that depend on the
distinctively visual sensorimotor contingencies. For example, blinking, eye movements, body or head movements modulate your relation to the book in front of you but make no difference at all to the book in the next room. Furthermore, if you reach out to move the book, or wave your hand to obstruct it, or to cast it in shadow, there will be a change in way the book affects your sensory systems. Such movements make no similar difference to the way you are affected by the book in the next room.

**Grabbiness.** The visual system is put together in such a way that sudden changes in the visual field provoke an automatic orienting reflex. For example, if a mouse moves the book suddenly, or if the lighting on the book changes abruptly, this will grab your attention, and cause your eyes to flick to the book. Thus, movements or changes in the book immediately affect your sensory stimulation (just as movements of the body do): you are (so to speak) “connected” to the book. On the other hand, there is no such sensitivity to movements of the book in the next room.

Bodiliness and Grabbiness affect your relation to the book in front of you, but not your relation to the book in the next room. This is what the difference between perceptual awareness and nonperceptual awareness (or thought) comes down to. We suggest that it is precisely the way in which sensory stimulation is affected by movements of the body (bodiliness) and movements of (or changes in) the object (grabbiness), which give sensory experience its peculiar, sensory, character. In other words, bodiliness and grabbiness explain not only the difference between seeing something and merely thinking about it (thus answering 2)

Third, we can explain ongoingness in a similar way in terms of bodiliness and grabbiness. The sense of an ongoing qualitative state consists, (a) in our understanding that movements of the body can currently give rise to the relevant pattern of sensory stimulation (bodiliness), and (b) in our understanding that the slightest change in what we are looking at will grab our attention and in that way force itself on us. In this way we explain why it seems to us as if there is something ongoing in us without actually supposing that there is anything ongoing, and in particular, without supposing that there is a corresponding ongoing physical mechanism or process. Just as our awareness of detail present in the world is explained by the fact that we have access to that detail, and that we know that we do – this is the significance of the idea of the world as external memory (O’Regan 1992) – so our awareness of the experience as ongoing is explained by the fact that we encounter a sensory event whenever we look.

Fourth, the sensorimotor approach can also explain the ineffability of experience. The nature of our contact with objects of perception is determined by the very complicated laws linking commands given along thousands of motor nerves with the associated input received along thousands of sensory input fibres. Obviously these laws, though they are registered and distinguished by the brain, are not themselves what is available for use in our decisions, judgments, and rational behavior. We cannot describe the laws – all we can do is put them to use. Just as we can ride a bicycle, drive a car, and tie our shoelaces without being able to describe in detail everything these skills involve, our sense of the ineffability of experience is explained by the fact that we lack access to the very complicated laws governing sensorimotor contingencies involved in sensory exploration.

**R2. Robots and chauvinism**

We argue that the peculiar sensory quality of perceptual experience derives from the fact that the associated sensorimotor contingencies have bodiliness and grabbiness. However, to be perceptually aware of an object is not only to interact with it in ways drawing on knowledge of sensorimotor contingencies, it is to make use of one’s skillful interaction for guiding behavior and other forms of thought and action (such as speech). This amounts to the requirement that, to actually visually experience an item, to see it, one must have a kind of higher-order control of one’s tracking activity. This kind of control corresponds to the particular use we made of the term “awareness,” or what Malcolm (1984) and Rosenthal (1997) have called “transitive consciousness”

but note, crucially, that – like sensorimotor contingences themselves, – this control is a functionally describable capacity.

We could build a robot with knowledge of sensorimotor contingencies on the one hand, and with the further ability to make use of information about its exercise of this knowledge in its planning and acting, on the other hand. If indeed such a robot were to be embodied and situated in such a way that its perceptual encounters were characterized by
bodiliness and grabbiness, then it would be correct to say—and the robot would agree!—that there is “something it is like” for it to perceive.

In this way we meet Clark & Toribio’s worry about ping-pong playing robots head on. They write:

A good ping-pong playing robot, which uses visual input, learns about its own sensorimotor contingencies, and puts this knowledge to use in the service of simple goals (e.g., to win, but not by too many points), would meet all the constraints laid out. Yet it seems implausible to depict such a robot (and they do exist—see e.g., Andersson 1988) as enjoying even some kind of modest visual experience. Surely someone could accept all that O&N offer, but treat it simply as an account of how certain visual experiences get their contents, rather than as a dissolution of the so-called hard problem of visual qualia.

We agree that, at least as described, it is implausible that Clark & Toribio’s ping-pong playing robot would be perceptually conscious. But this is exactly what the sensorimotor approach would predict of such a robot. As it is described, it is simply far too simple to be a plausible candidate for perceptual consciousness of the kind usually attributed to animals or humans. This simplicity has several dimensions. For one thing, the robot lacks too much of the background capacities (intentions, thoughts, concepts, language) for the attribution of experiences to it to make much sense. For another, its sensorimotor mastery is reasonably supposed to be pretty simple in comparison with the exceedingly complicated effects of movement on the sensory systems of animals. Nevertheless, we would claim that once we imagine a robot that not only masters sensorimotor contingencies, but makes use of that mastery to engage with the world in a thoughtful and adaptable way, it becomes necessary to say that it has (at least primitive) visual experiences.

Block raises a similar objection to Clark & Toribio’s. He points out that the sensorimotor contingencies governing the visual experience of a person who was both paralyzed and almost completely blind would be simple enough that they could be programmed into a laptop computer. But it is plainly false, Block reasons, that the laptop would have the visual experiences enjoyed by the nearly blind paralytic. This is meant to be a reductio of the sensorimotor view. The argument fails, however, because it is not a consequence of our view that the laptop would have visual experiences like that of the nearly blind paralytic. The simplest way to show this is to consider that there is no reason to think that programming sensorimotor contingencies into the laptop would give the computer knowledge of sensorimotor contingencies in the relevant sense. By “knowledge” we mean practical mastery, that is, familiarity with the ways sensory stimulation varies as a function of bodily movement. It is difficult to see how a machine without a body could have this kind of know-how. Another relevant consideration is that, contrary to the laptop, a legally blind paralytic would be able to perceive in other sensory modalities. For example, when the incandescent object comes closer, you would feel its forceful presence, ongoingness, and ineffability—there just isn’t any qualitative residue left over which still needs explanation. If we use the term “qualia” to refer precisely to this sort of qualitative residue, we claim in the target article that there are, in this restricted sense of the word, no qualia. Let us add a few words of explanation here.

Consider the would-be quale that you enjoy when you see something red, for example. Strawson (1989) writes:

Most . . . will agree that the notion of the qualitative character of colour-experience can reasonably be taken for granted. And for present purposes, a sufficient reply to those who disagree is simple, as follows. Consider your present visual experience.

R3. Are there qualia? What are experiences?

It was not our aim to deny that there is experience, nor to deny that experience has a qualitative character. Our aim, rather, has been to explain experience and to explain its qualitative character. We believe that once you have answered the various questions we answer in the target article—what makes a conscious state perceptual as opposed to nonperceptual? what makes an experience a visual experience as opposed to a tactile experience? what makes a visual experience an experience as of a cube rather than as of a sphere? what makes an experience have the qualities that are specific to sensation, namely, forceful presence, ongoingness, and ineffability—it just isn’t any qualitative residue left over which still needs explanation. If we use the term “qualia” to refer precisely to this sort of qualitative residue, we claim in the target article that there are, in this restricted sense of the word, no qualia. Let us add a few words of explanation here.

Consider the would-be quale that you enjoy when you see something red, for example. Strawson (1989) writes:

Most . . . will agree that the notion of the qualitative character of colour-experience can reasonably be taken for granted. And for present purposes, a sufficient reply to those who disagree is simple, as follows. Consider your present visual experience.
Look at the bookshelf. (Get out some of the brightest books.)
There you have it.

We are inclined to respond to this argument in two ways. First, we are inclined to point at the fact that our visual experience appears to us as being sensation-like (rather than thought-like, say) in that this experience consists precisely in being red (and not some other color, nor a sound or smell), and in that the experience imposes itself on us in a forcible and ongoing way. These are precisely the features of the experience that the sensorimotor view explains. The experience is as of red rather than as of green thanks to the subtly different patterns of sensorimotor contingency governing our encounter with the red surface (as compared to a green one). The presence and ongoingness of our experience consist in our continuous sensorimotor contingencies with their associated bodilyness and grabbiness.

There is a second way we are inclined to respond to Strawson’s argument. It is not at all clear what we are commanded to do. “Look at the bookshelf . . . . There you have it.” When you look at the books, what do you encounter? The books. Do you encounter all of them all at once? No. But you have access to them all at once and wherever you do look you find a book. So you take them to be there in front of you and to be aware of them (in the sense that you are connected to them by laws of sensorimotor contingency that you understand). But all of this isn’t something that just happens, as it were, in a flash. It is something you do. You move your eyes here, there, back and forth, now here, now there. You think about what you see. You notice this, are distracted by that. The experience you have looking at the books is not something that occurs in you or to you, it is something you do. And when you catalog what you do in acting out this experience, you don’t need to count any additional residue over and above the eye movements and the books and their qualities (such as the red quale).

This idea is challenged by Broackes on something like Rylean, ordinary-language grounds. “The experience of swimming in the rain,” he writes, “is something we get while performing that act. The swimming is something we do, the experience is not.” Broackes’ point seems to be that although having an experience often involves doing things such as exploring with your eyes, your fingers, sniffing your nose, and so on, the things that you do don’t constitute experiences, rather they provide experience.

We agree that this is certainly what people say and believe. However, we suggest that people are wrong: in fact, your belief that you are in a special kind of “seeing redness” state (when looking at an apple, say) derives from the fact that you are connected to the redness in a special, very intimate way, by virtue of bodily, grabby sensorimotor contingencies. Any movement of your eyes produces a change in stimulation you are receiving from the apple. Any movement of the apple (or change, e.g., in its illumination) will grab your attention. It is as if we are in a state which is saturated by the feeling of redness, when in fact we are only poised and attuned and ready and expectant and capable.

It was taking this stance that allowed us to bridge the explanatory gap and to make a number of empirical predictions. This idea is at the core of our approach. Admittedly, it is counter-intuitive.

Broackes is certainly right that we move too fast against qualia when we say that qualia are meant to be properties of experiential states and there are no such states. Our dismissal of qualia was meant to apply only to the restricted notion of qualia conceived as the residue which cannot be accounted for from a functional approach. In particular, we can certainly agree with Broackes that standing for a few minutes in front of an Ellsworth Kelly painting can put you into a kind of perceptual “state” and keep you there. We deny, though, that there is any sense in which this supposed state is unitary. To be in such a “state” consists of several things. Your attitude to the painting is organized by your thoughtfulness, your attentiveness, by the manner in which you look at the picture and reflect on it. We believe that even when we stop to appreciate the redness in the painting, say, we are not “receiving” an atom-like quale. Instead, we are at that moment integrating into our rational behavior, our current mastery of the sensorimotor contingencies of red.

Blackmore criticizes our account of qualia from a different perspective, namely, the standpoint of Dennettian skepticism about consciousness. She cites Dennett (1991) with approval: “the actual phenomenology? There is no such thing.” And she presses against us the thought that in admitting that there are facts of the matter about perceptual phenomenology, we are sliding back into the Cartesian Theater. Dennett’s heterophenomenological perspective is a rich, provocative, and important one. Its strength consists in its ability to take on board all the offerings of first-person reflection while dissociating those offerings from claims to privilege or metaphysical insight. It may be – indeed, it is likely – that our phenomenological analysis can be accommodated by heterophenomenology.

R4. Are we behaviorists?

Block, Harnad (the Editor), Kurthen, Cohen venture the criticism that ours is just a new version of (a tired old) behaviorism. This criticism might seem plausible insofar as we deny that there are qualia (in the restricted sense of an inexplicable qualitative residue: see sects. 6.3, 6.4 of the target article and R3 above) and we assert that we can explain perception in terms of patterns of interdependence between stimulation and action (which certainly has a behaviorist stimulus-response ring to it). But there are important differences between our view and any version of philosophical behaviorism with which we are acquainted. First, as stressed in R3 above, we do not deny that there are experiences or that experience has a qualitative character. Second, our theory takes as primitive the idea that perceivers have knowledge of sensorimotor contingencies. The basis of the qualitative character of experience, in our view, is the perceiver’s knowledge of the interdependence between stimulus and bodily movement. Third, according to the sensorimotor approach, it is not the case that mental states (experiential states) are logical constructions of actual and possible behavior states.

Said in another way, our explanation of sensory consciousness is not simply based on sensorimotor contingencies. Sensory consciousness arises, we say, when the person is currently making use of the fact that certain sensorimotor contingencies are being obeyed. For this to be the case, the brain must be doing more than just S-R. First, it must have abstracted from the sensorimotor contingencies categories
that allow them to be classified into different sensory modalities and, within these, into different categories like red, blue, green. This is a form of concept formation, and is not just learning of behaviors, contrary to what Van Gulick suggests. Second, it must be making use of the fact that these sensorimotor contingencies are currently being obeyed. This is concept manipulation as might be done in an expert system or AI device. All this is therefore not behaviorism.

Block also criticizes us for being behaviorist. He writes: “O’Regan & Noë declare that the qualitative character of experience is constituted by the nature of the sensorimotor contingencies at play when we perceive.” He characterizes sensorimotor contingencies as a “highly restricted set of input-output relations.” The problem for us, he states, is that our view would appear to have two “clearly wrong” consequences: (1) that any two systems that share the highly restricted set of input-output relations are experientially the same; and (2) that any two systems that share experience must share the highly restricted set of input-output restrictions. Contrary to what Block thinks we claim, Block explains, “experience is a matter of what mediates between input and output, not input-output relations all by themselves.”

However, Block has represented us incorrectly. Sensorimotor contingencies are laws describing input-output relations. But it is not sensorimotor contingencies, as such, that “constitute” the qualitative character of perceptual experience. It is the perceiver’s exercise of mastery of laws of sensorimotor contingency that provides the basis for the character of experience. Our relation to our environment when we perceive is bodily and grabby and it is this fact, together with the fact that we implicitly understand the nature of this relation, that explains the qualitative nature of experience.

In light of this clarification of our position, consider, first, that this is hardly behaviorist reductionism. As said above, our view depends on the attribution of knowledge to the perceiver. Second, this means that we can accept Block’s observation that experience mediates inputs and outputs and is not simply constituted by those relations. We disagree with Block, on the other hand, on the character of that mediation. For Block, the inputs cause experiences in us which in turn cause behavior (output). For us, in contrast, skillful activity (consisting of behavior and sensory stimulation) is the experience. We do not reduce the experience to the input-output relations themselves.

What of the two consequences of our view that Block gives? We reject (1). It is not the case that any two systems that share the same input-output relations will be experientially the same, unless, of course, they also agree in their skillful mastery of laws of sensorimotor contingency. They might not do so. Consider, for example, someone who is adapted to reversing goggles and someone who has just put them on. These two individuals will agree in their input-output relations but they will not agree in experience. Consequence (2), on the other hand, seems right: Same knowledge of sensorimotor contingencies, then same experience.

It is worthwhile, though, to repeat a point made above in connection with Clark & Toribio. For two systems to have the same knowledge of sensorimotor contingencies all the way down, they will have to have bodies that are identical all the way down (at least in relevant respects). For only bodies that are alike in low-level detail can be functionally alike in the relevant ways.

R5. Dreaming, hearing, paralysis: Perceptual experience without action

Is action necessary for experience? Surely dreaming, meditation, tachistoscopic vision, hearing pain, perception during paralysis, hallucinations such as phantom limbs, tinnitus, phosphenes, Penfield’s experiments—all these are cases where people have perceptions without action being involved, and, as pointed out by Blackmore, Humphrey, Niebur, Nusbaum et al., O’Brien & Opie, Pylyshyn, and Virsu & Vanni, they might pose problems for our approach. Further, Fischer gives an intriguing example where perception of the Zöllner illusion is more veridical without eye movements than with them, which would appear to contradict our theory. To respond to these objections, it is necessary to try to disentangle different strands of criticism. This is our aim in this section.

It is not our claim that action is necessary for experience. Our claim, rather, is that knowledge of the ways movements effect sensory stimulation is necessary for experience. It is not movement as such, but the consequences of potential movement that play a role in our view. For this reason there is nothing in our view that rules out contemplative seeing, or that would lead us to think that a paralyzed person would be unable to see (providing that the person had at some time previously had some kind of control over her visual input).

This is enough to make it clear how we can hear even when we hold our eyes and bodies absolutely still. As Virsu & Vanni note, through the course of its development, an organism will have integrated and abstracted laws of sensorimotor contingency particular to each sensory modality. At a later stage, when it is presented with a sensory input which is unambiguously linked to one or other such sensorimotor contingencies, it will implicitly “assume” that if it moved in the appropriate way, the changes in sensory input would be those that are normally associated with that type of stimulation. Thus, since normally input coming through the auditory nerve will change in certain ways when the head or body moves, when later, without moving, the organism is stimulated through the auditory nerve, the stimulation will be perceived as belonging to the auditory modality. This then provides an explanation of auditions without head movements. Similar arguments can be made for brief visual stimulations, phosphenes, and stimulation of visual cortex à la Penfield, as well as for phantom limbs.

Niebur gives the example of a “three-dimensional lump of matter, like a mass of modelling clay, that is somehow moved by internal actuators in a complex, unpredictable way, without you having any possibility of influencing or predicting its motion and the forces it exerts on your hands (i.e., there is no ‘mastery’).” Niebur continues, “According to the claims of the target article, the lump should not be perceived since the perceiver does not interact with it in ‘lawful’ ways. This seems absurd; the lump will surely be perceived, and probably quite vividly so.” First of all, we would not expect the subject to fail to perceive the lump just because its movements relative to the hands are actuated from within. Many laws of tactile-motor contingency would be in effect. For example, if you withdrew your hands you would no long receive stimulation. There is therefore no reason for doubting one would feel the lump. But let us ask: Would one also be able to feel its shape, to feel it as hav-
ing such and such a shape? It might be very difficult to extract the relevant knowledge of the operative sensorimotor contingencies without actively exploring with your hands.

Plyshyn writes

while it is true that we often use our visual system to determine our actions, we also use it to find out what is in the world simply because we want to know . . . as we do when we watch TV or visit an art gallery or read a book . . . Much of what we see guides our action only indirectly by changing what we believe and perhaps what we want.

There is nothing in this that we disagree with. Plyshyn, like Goodale, seems to make the mistake of confusing the claim that seeing depends on capacities for action with the claim that all seeing is for action. Ours is not a theory about what vision is, it is a theory about what vision is: it is a mode of interaction with the world drawing on knowledge of sensorimotor contingencies.

O’Brien & Opie and Revonsuo raise the question of dreams. Revonsuo believes that the phenomenon of dreaming shows that “the immediate causal conditions sufficient for bringing about the full range of subjective conscious experiences must reside inside the brain.” This is so because when we dream we do not (cannot) move our bodies in interaction with the world. O’Brien & Opie make the same point, adding that “many theorists think it reasonable to surmise that dreams and hallucinations indicate something important about the nature of visual experience more generally, namely, that even ‘veridical’ experiences are constructed by the brain, and thus implicate internal representations.”

There seem to be two issues here. First, whether our view can account for dreams and visual images. Second, whether neural activity is sufficient for such occurrences. We will discuss the second of these at greater length below in connection with our analysis of the role of brain in consciousness more generally. Here it suffices to point out that our view does not predict that it should be impossible to have visual experiences in the absence of movements. It would predict only that it would be impossible to have visual experiences in the absence of knowledge of sensorimotor contingencies. There is every reason to believe that dreamers possess knowledge of laws of sensorimotor contingency. It is also not part of our view to deny that the brain is not (in some sense at least) the seat of our knowledge of sensorimotor contingencies. We are, then, happy to accept the consequence that neural activity during dreaming is sufficient to produce the resulting experiences.

Although we are not expert in the psychology of dreaming, we are skeptical of Revonsuo’s claim that “the form of dream experience is identical to that of waking experience.” In the article we noted that it seems to be a hallmark of dream-experiences that they are unstable with respect to detail. So, for example, as reported by the dream research of Stephen LaBerge (personal communication), in a dream the writing on a sign will be different every time you look at it. Without the world to act as a repository of information, details in the dream are in flux. In light of this we would predict (although we cannot now establish this) that there will be important systematic differences between the content of dreams and waking experiences, and that these differences will correspond to the fact that dreamers cannot look around and check how things are, they can only dream that they can do this.

In connection with this family of issues we would like to discuss briefly the suggestion of Nusbaum et al. that we should broaden our account to include not just motor behavior, but attentionally controlled exploration. In a similar vein, Virsu & Vanni suggest the concept of sensori-attentional contingencies. Hochberg (with examples of aperture viewing and interpretation of ambiguous 3D motions) similarly suggests that we should broaden our notion of sensorimotor contingencies to include not just coupling between action and sensory input, but also between different kinds of sensory input, as these are constrained by the nature of the physical world.

The cornerstone of the argument in our paper was the idea that we can close the explanatory gap by developing the consequences of the active, skill-based character of perceptual exploration. Experience arises not thanks to the existence of an internal representation, but thanks to the mastery and exercise of perceptual exploration. This may seem counterintuitive at first, but it enables us, we think, to explain experience without finding a special kind of physical mechanism to generate it. To the extent that the basis of our approach is that experiences are things we do, not things that happen in us, nothing prevents us from adopting Nusbaum et al.’s and Virsu & Vanni’s suggestion of using sensori-attentional contingencies instead of sensorimotor contingencies, since both are modes of action. Indeed, we would agree with Nusbaum et al. and Virsu & Vanni that insofar as pattern recognition and classification are concerned, the notions of sensori-attentional contingencies, or equivalently, hypothesis testing or matching of sensory input with internal knowledge, are certainly very plausible. Indeed we are convinced that such processes are precisely those that are involved in everyday pattern recognition, and for that reason, as noted by Scholl & Simons, at certain places in our paper we included flicks of attention as well as flicks of the eye among possible sensorimotor contingencies, even if there is no motor component.

A crucial feature of our theory, however, is the involvement of the body in experience. The peculiar, sensory, quality of our perceptual experience consists (in part) in the fact that movements of the body produce changes in our sensory stimulation. The content of perception is certainly in part the result of inferential processes, as O’Brien & Opie stress; but the quality of experience, is determined by sensorimotor contingencies and the bodiliness and grabbiness that goes with them.

R6. Does perceptual consciousness require representations in the head?

Our claims about representations provoked vehement criticism from many commentators.

Broackes argues that representations exist, but that they are fragmented, distributed, and multi-level. Pani argues that internal representations must be used in object recognition, and Cohen gives examples showing that the visual system extracts and categorizes information about the environment, and says this shows there are visual representations. Tatler and De Graef et al. give examples of information that is stored across eye saccades, showing the existence of an almost iconic internal representation. Ryan & Cohen and Hardesty show how information acquired without awareness can influence later behavior, and say this shows there are internal representations. Ansorge et al.
remind us of an important body of data showing unconscious influences of visual information on motor responses. Gallese & Keysers cite mirror neurons as examples of internal representations that can be used not only to control actions but to perceive those performed by others. Niebur argues that internal neural responses such as oriented bar detectors are transformed versions of sensory input that constitute internal representations.

We are firmly convinced – and the data cited by the commentators provide proof – that the visual system stores information; and that this information – whether acquired consciously or unconsciously, whether iconic or abstract, whether local or distributed – influences the perceiver's behavior and mental states either directly or indirectly. If this is what is meant when it is insisted that perceiving depends on representations, then we do not deny that there are representations.

There is of course another sense in which our view relies on the existence of representations. Knowledge of the laws of sensorimotor contingency themselves must surely be represented. We readily grant this.

However, we reject two other distinct but related claims about the role of representations in perception and perceptual consciousness. The first of these concerns what Marr (1982) called “the computational problem” of vision, for example, what vision does, or what function the brain computes when it gives rise to vision. Marr's answer, roughly, is that vision is a process whereby the brain transforms one kind of representation into another, specifically, the retinal image into a representation of the three-dimensional scene. In the target article, we give two different kinds of reasons for rejecting Marr's representational account. First, we doubt that we enjoy perceptual experiences with the kind of content Marr's visual function is supposed to produce. As change blindness, inattentiveness, blindness, and other experiments cited in the target article show, we do not have experiences that represent the environment in that way. Second, we doubt that we need representations of such detail in order to explain the sort of conscious experiences we do actually enjoy.

We can have a flawless, unified, continuous experience of the environment without having flawless, unified, continuous internal representations. The reason is that seeing is not contemplating an internal representation, but doing something of a visual nature with the information available to the brain. Schlesinger's interesting example of a representation-less reinforcement learning neural network that tracks objects as though it had representations of them, is a concrete instantiation of our idea. A consequence of the idea is also that there is no need to postulate filling-in mechanisms to fill in the blind spot, saccade-suppression mechanisms, and extra-retinal signals to compensate for eye movements, synchrony of neural firing to provide for binding, and so on. Indeed, when neurophysiologists find neurons that look like they are fulfilling such functions, we claim they cannot in fact be doing so. Consider a neuron that responds to a virtual contour. How can the firing of a particular neuron, by itself (that is, isolated from the rest of the brain), make me have the impression of a contour? It cannot. But connecting that neuron to other neurons would not appear to help either, because, after all, neural firing, no matter how complex or recurrent or synchronized, is just neural firing, not sensation. A related point concerns the mirror neurons referred to by Gallese & Keysers. Mirror neurons undoubtedly play a role in the processes involved when macaque monkeys recognize gestures. But the role they play cannot be the role of providing the sensation of seeing a gesture! Because, if the firing of mirror neurons provided the sensation of recognizing gestures, one would have to postulate some magical sensation-imbuining power to such neurons (or, to the networks that those neurons are connected to). So what do mirror neurons do? They presumably provide information to the brain circuits which control the multifarious things that macaque monkeys can potentially do when they act in response to gestures.

The second claim about representations that we reject concerns perceptual consciousness: that seeing could be a matter of having certain kinds of representations in the head. The existence of representations of the environment are neither sufficient nor necessary for seeing. That they are not sufficient is shown by consideration of the facts that, though people have very nice representations of the environment in the form of the images on their retinas, having the retinal image does not make people see. Seeing lies in the making use of the representation, not in the having of the representation. Because of this, the actual format of the representation (whether it's metric-preserving or distorted, iconic or abstract) is less important than whether, and how, that representation can be put to use in the sensorimotor activity of the organism. The brain may abstract information in the environment into a form that can be used in an open-ended range of applications, as Van Gulick says. But just having those abstract multi-purpose representations does not account for the what-it-is-like of seeing.

Of course, as Tatler and De Graef et al. point out, it is important to investigate the exact nature of information that is stored in the brain, and this can be done in the manner their very interesting experiments suggest. But finding iconic information in the low level, or middle-level, visual system does not explain why the world looks iconic to us.

An example of where our approach to the question of internal representations finds support is in the domain of motor control, as pointed out by Smeets & Brenner. If one takes the view that seeing a moving ball is making an internal representation of it, one is easily led to the misconception that this representation should resemble what a physicist would construct, that is, a representation where distance, position, speed, and time are linked by coherent physical laws. It then becomes problematic to understand how, as in the Duncker and waterfall illusions and in the flash lag effect, perceived position and perceived speed seem not to be coherently linked, or why size illusions affect lifting force but not grip aperture (cf. Smeets & Brenner). On the other hand, such findings are easier to comprehend under our view, according to which perception involves assimilating possibly independently acquired sensorimotor contingencies which have no necessary internal consistency. Velichkovsky & Pannasch also provide an example of an occlulomotor distractor effect which may support our view. Lacquaniti & Zago provide further supporting data for the idea that different, more or less independent sensorimotor loops are used in perception: judgments of size and distance of moving objects constitute one type of visual perception, but another kind of visual perception, ruled by different sensorimotor loops, is involved in catching objects. Curiously, Lacquaniti & Zago take this to be contrary to our theory, when in fact it is exactly what we predict. Another example is provided by Roberson et al., who
show that relative localization of auditory and visual stimuli depends on an observer’s conceiving them as bound. This would be difficult to comprehend on a physicist-type view of the representation of the world. Still, in contradiction to our view, Roberson et al. mention neural connectivity between dorsal and ventral streams as possible substrates for binding; this may be the case, but then again, as we suggest, binding need not be instantiated in the brain at all.

Let us also address an interesting apparent paradox pointed out by Tatler and by Scholl & Simons. These commentators argue that the notion of sensorimotor contingency actually requires internal representations: after all, say these commentators, in order to register a change in sensory input when a body motion is made, an internal trace (representation!) of the initial and final state must be preserved in order to allow comparison. But the paradox is only apparent. We agree that the visual system stores information from moment to moment, and to some extent from saccade to saccade, and this is what is used to evaluate changes. But these changes are generally not available to awareness, and this stored information is not what is seen! Seeing, as we keep stressing, is not having an internal representation.

Finally, we would like to clarify one misunderstanding. Pace Wright, we do not claim that “all supporters of an internal presentation are committed to there being ‘red neurons’ in the brain.” It isn’t clear to us why Wright takes this to be our view. What we do believe is that certain arguments about the neural basis of experience seem to rely on mistakes just like the mistake of supposing that to see red there must be red neurons. As we explain in the target article, the very idea that there is a binding problem would seem to rest on just the assumption that, sensuous contents must indeed be like what controls their rise (to change slightly the phrase of Sellars’s that Wright cites).

R7. The brain in consciousness

The role of the brain in perceptual consciousness is another topic on which we have drawn much criticism. Many commentators misunderstand us as denying that the brain is causally necessary for perceptual consciousness. Lamme & Landman ask whether anything other than neural events could explain consciousness and they propose that reentrant processes can do the job. Bach-y-Rita & Hasse complain that we seem to be throwing the brain out with the bath water, and suggest the importance of reentrant brain mechanisms as contributing to perceptual consciousness. Revonsuo says that consciousness is a real biological phenomenon in the brain, and notes that dreaming is proof that only the brain, with no input from outside, is necessary for perceptual awareness. Rees & Frith suggest that the superior parietal lobe is a brain locus that correlates consistently with awareness.

It seems probable that only a dualist could claim the brain plays no role in consciousness, and we are not dualists. Our claim, rather, is that many neuroscientists seem to be looking in the wrong direction for an account of the brain-basis of consciousness. We do not think that we will ever discover the Neural Correlates of Consciousness (NCC) – the neural system whose activity makes consciousness happen, or which is the event of consciousness itself. Our reason for this is straightforward: a visual experience is not an occurrence in the mind, that is produced by neural activity. Seeing, in ways we explain, something we do, drawing on a range of sensorimotor (and also conceptual) skills. Indeed, as we argue in the target article, we think this is what seeing actually seems like. Careful consideration reveals that when you see you do not encounter an inner something that is, so to speak, ongoing, buzzing, continuous. Your perceptual encounter is a state in which you have access and in which you know you have access. This knowledge makes it seem almost as though you are in contact with that to which you have access. But if there is no ongoing, buzzing, continuous state, then there is no ongoing, buzzing, continuous neural process that we need appeal to. (See Noë & Thompson, in press, and Chalmers 2000 for a critical discussion of the NCC research program.)

We can illustrate the point by way of a comparison. Consider what one might call the BCL: the biological correlate of life in humans. Clearly, a “contrastive analysis” of the kind Baars (1993) defends would show that the heart beat is an extremely reliable indicator of life. Thus, the heart beat is a BCL to the same extent as activity in the superior parietal lobe is a NCC. Having isolated this important correlate of life, the next step would then be to ask how it might contribute to generating life. But this would be an error. We should not think that the heart beat generates (or contributes to the generation) of life. What we mean by life is a complicated range of abilities (e.g., the ability to reproduce, respire, grow, eat, move, etc.). The beating heart is causally necessary for organisms like us to live. Neither the beating heart, nor any other physiological system or process, or even the sum of all them, generate life. Being “alive” is just what we say of systems that are made up in this way and that can do these sorts of things.

Our claim about consciousness is that consciousness stands to the brain as life stands to the heart. It reflects a simplistic account of what life is, or what consciousness is, to think that the brain produces consciousness or that the heart (or any other physiological processes) produce life.

What then is the correct way to approach neuroscience, in the context of our theory? We suggest that instead of seeking for the NCC, we should seek for the neural mechanisms that underlie each of the many capacities that underlie consciousness. We should not expect them to come together at any unifying locus in the brain. The consequences of this view have not been widely explored as yet. Indeed, Bartolomeo & Chokron note that much work could be done in exploring the neuropsychological evidence in favour of this view (and they discuss an interesting aspect of unilateral neglect related to the concept of grabbiness). Another interesting line of work in this respect is the research showing separate functions of dorsal and ventral systems in visual perception. Goodale notes that we may have got the exact relations between our theory and these two systems wrong, but certainly the fact that there should be separate systems underlying the different facets of visual consciousness is in favor of our approach. With respect to Goodale’s criticism of the distinction between apparatus and object-related contingencies, our point was perhaps not clear in the target article: our idea is that a statistical device that analyzed input-output relations would first extract invariants that are related to the way the observer’s body changes sensory input. Grasping an object, and properties of objects that influence that grasp, are part of this first level of statistics. All these are essentially coded
in ego-centric coordinates. At the second level are properties of objects that are invariant with respect to the observer's body, for example: size, color, shape, as considered independently of the observer's position, in other words, in object-centered coordinates. What this means, as found in Goodale's example, is that someone lacking this stage would be able to grasp, but would not be able to describe the shape of an object. It's worth mentioning that Goodale's view stumbles on the problem of the explanatory gap. Just what is it, one might ask, about neural activity in the ventral stream that gives rise to visual experience?

R8. Coherent theory or untestable mish-mash of old ideas?

Scholl & Simons believe that our approach is just a bric a brac of old ideas, combined to yield an untestable mess. As concerns our relation to earlier researchers, Scholl & Simons, as well as Kim (who also provides evidence in favor of our theory), note the debt we owe to Gibson. Similarity to Gibson in some respects is also noticed by Pylyshyn (who notes an important dissimilarity as well), Velichkovsky & Fonnasch, and is suggested by O'Brien & Opie (in their citation of Fodor and Pylyshyn's well-known criticism of the ecological approach: Fodor & Pylyshyn 1981). Velichkovsky & Fonnasch say our work reminds them of the Russian School of the 1960s. No commentators mentioned Heidegger, Husserl, Merleau-Ponty, or Poincaré, who are other giants upon whose shoulders we stand, although one unpublished commentator also mentioned Bergson.

Our relation to Gibson. Gibson challenged traditional ideas about the information available to the perceiver in visual perception. He argued that the information needed for vision is available in the optic flow and in invariants of the flow under body motions. He rejected the idea that the only information available for vision is that which is available at the retina. We fully endorse Gibson's viewpoint. The focus of our investigation is totally different, however. Our target is the explanation of perceptual consciousness – why is there perceptual experience? why are some experiences different from you. But at a higher level of abstraction, there are laws like the laws of how light from surfaces is affected when you tilt them, which are common to most people and define the invariant qualities of red. Perhaps this is more similar to Gibson's affordances, and less dependent on individuals' apparatus.

As concerns the coherence of the theory, Scholl & Simons are right to point out that what we call sensorimotor theory is not composed of one single idea. We obviously were not clear enough in our target article on how the different ideas fit together and on where lies their common motivation. Let us first address the relation between "the world as an outside memory" idea and the notion of sensorimotor contingency.

The sensorimotor approach and the idea of the world as outside memory. Knowledge of sensorimotor contingencies explains the qualitative character of perceptual experience. We encounter red, as opposed to green, or as opposed to no color, because of the ways our sensory stimulation depends on our movements and also on movements of the colored surface. We experience red because we take our sensory stimulation to be governed by the relevant laws. The idea is extended to perception (as opposed to merely "sensation") as follows: seeing a bottle is knowing how moving the bottle affects sensory input. Only part of the bottle is at any moment being explored. It serves as an outside entity which is immediately available for exploration, like a memory is immediately available for recovery. Hence the notion of "world as an outside memory." The idea explains the feeling of richness we get even though at any moment we're only in sensory contact with a small part of the stimulus. This is the theoretical link between the two concepts of knowledge of laws of sensorimotor contingency and world as an outside memory. They form a unified structure in our theory.

The relation to change blindness. Scholl & Simons accept that change blindness was motivated by the "world as outside memory" idea, but mention that other, earlier experiments preceded the recent change blindness literature, and that these had a different motivation. In fact, the work of McConkie on saccade contingent changes was contemporaneous with a number of similar studies which the first author (O'Regan) was conducting involving changes during saccades. These studies were concerned with the question of trans-saccadic fusion and the extra-retinal signal, that is, the question of how successive views of the environment are brought together to give a coherent representation (O'Regan 1984; O'Regan & Levy-Schoen 1983). It was the results of these experiments, which led the first author to the notion of world as outside memory. In arriving at this idea the first author was most helped by MacKay. On the other hand, Brooks (1991) and, particularly Stroud (1955), though cited by Scholl & Simons, actually mention the concept only very much in passing. Minsky (1988) does indeed make a similar point, as we noted in the target article.

With respect to auditory perception let us note parenthetically here, in relation to Isel's commentary, that failure to find change deafness is not contrary to our theory – change blindness is also not ubiquitous: it only occurs with coincident visual transients, and mainly in cases where changes concern marginal interest items.

Scholl & Simons question whether change blindness actually provides support for the idea of the world as an out-
side memory. Scholl & Simons correctly point out that other possibilities are consistent with the phenomenon, that is, that change blindness does not logically entail the world-as-an-outside-memory view. Lamme & Landman actually suggest one such alternative. This is of course no argument against our explanatory proposal, however. In general, phenomena will admit of many possible explanations. The advantage of one explanation over another lies in the way it fits with other theoretical constructs of a theory. We offer an account of perceptual consciousness in terms of knowledge of sensorimotor contingencies and the idea of the world as outside memory that explains a broad range of phenomena such as change blindness, inattentional blindness, sensory substitution, experiments with inverting goggles, the nature of sensory modalities, and so on (as discussed in the target article). Scholl & Simons criticize the theory because they say these phenomena are more or less independent of one another. It’s true that they could be independent, but in fact they are united here by one underlying idea, namely, that when taken together with the notion of “feel” as a thing people do, they allow the explanatory gap to be bridged.

Scholl & Simons also question whether the theory is testable. Change blindness was one prediction made from the idea of the world as an outside memory (O’Regan 1992). As said above, although change blindness is compatible with other frameworks, it is striking that no other framework predicted change blindness. Change blindness only became an active paradigm after the first change blindness experiments with the flicker and mudsplash techniques were performed. The McConkie work (e.g., McConkie & Zola 1979) that Scholl & Simons referred to was done using eye saccades, because McConkie’s prediction concerned the problem of trans-saccadic fusion, and not the more general problem of what the sensation of seeing is. The work by Phillips (1974) was motivated by the problem of understanding iconic memory, and was ignored until it was resuscitated by the change blindness literature. We therefore consider change blindness, even though it can be explained in other ways, as an instance of how the theory made interesting predictions. Indeed, one other researcher did predict change blindness, and it was the philosopher Dennett (1991), with an idea very similar to ours, namely, that there is no time or place in the brain where consciousness “happens.”

The “armchair” experiment with colour we mentioned in section 5.8 of the target article is another counterintuitive prediction which we are currently testing, and which has met with some success (O’Regan et al. 2001). Different kinds of sensory substitution and the possibility of creating new, previously unfelt sensations, is another avenue we are exploring.

Blackmore, who is certainly the commentator who best understood the spirit of our approach, proposes three additional, fascinating experiments which would also be ways of confirming the theory because they are so counterintuitive. What she calls “scrambled vision” is something we have actually already attempted (in collaboration with C. Tyler), but, regrettably, at present without success. Evidence that it might nevertheless work comes from the well-known fact that people who develop scotomas very quickly come to no longer “see” them. On the other hand, people with age-related macular degeneration suffer another kind of scrambled vision, to the extent that the buckling of their retinas has the effect of making straight lines look wiggly. Our prediction would be that practise should iron out the wiggles, provided they don’t change over time.

What Blackmore calls “manual vision” is a very intriguing proposal and bears on the question of where people locate a sensation. There are modalities, like vision, where qualities are located in the outside object. There are modalities like touch, where they are located in the limb where contact occurs. There are modalities in-between, like smell and hearing, where there is a sense in which the quality is located in the object outside, and a sense in which people say they experience the stimulation at the locus of the detector, or even at other locations. An example is when you hear a sound inside your head when you listen to music through stereo headphones. As Blackmore rightly says, according to our theory the locus of sensation will depend on the nature of the sensorimotor contingencies, and by changing these laws, it should be possible to change the locus of perception. We are indeed embarking on experiments very similar to those proposed by Blackmore to test this. A suggestion that they will work comes from the rubber arm experiment of Botvinick & Cohen (1998) cited in our target article, and the related work of Ramachandran & Blakeslee (1998) on phantom limbs, as well as Bach-y-Rita (1983) (cf. also Sampaio et al.’s 2001 work on sensory substitution).

What Blackmore calls “blinded vision” was, of course, tested to some extent by Held and Hein (1963) in their famous work on kittens in the kitten carousel. Each kitten received the same visual stimulation, but only one kitten received the stimulation as a result of self-produced movement. As predicted by our approach, only the active kitten subsequently displayed normal visually guided behavior. In humans, similar suggestions as to the importance of action for acquiring sensory proficiency derive from the finding that severe strabismus seems related to amblyopia. However, Blackmore’s point seems to be that she thinks that this kind of finding should be observable not just during development, but also at a shorter time scale in the mature sensory system. In a certain sense we agree that our approach suggests that since perception is constituted by mastery of sensorimotor contingencies, the brain must be continually updating and analysing the input-output statistics and making use of them to categorize outside events. This suggests that adaptation to re-arrangement of sensorimotor contingencies could be much faster than what one would expect under a more traditional view, according to which such adaptation is a matter of brain “plasticity,” occurring fairly slowly in response to environmental or body changes, as during maturation, for example. The question of course is, how much faster? Such experiments need to be done, but lacking willing subjects at present, we have not been able to embark upon them. Meanwhile, we note that the relative speed with which sensory substitution seems to be acquired suggests that adaptation is indeed faster than might be expected from a traditional theory.

R9. Conclusion

The most important claim in the target article was that the sensorimotor approach allows us to address the problem of the explanatory gap: that is, the problem of explaining perception, consciousness, and qualia in terms of physical and functional properties of perceptual systems. While the tar-
get article left many of our commentators unconvinced, we think that in our response we have provided a more convincing argument. Our case has been strengthened by introducing two concepts which, though incipient in the target article, were not properly exploited there. These are the concepts of bodiliness and grabbiness. Bodiliness and grabbiness are physically measurable characteristics of perceptual systems which, when combined with the notion of sensorimotor contingency, explain why sensation has a “feel,” and what that feel is like in comparison to other mental states which have little or no feel. We suggest that in this way we have cast the first steps of what might be called an “analytical phenomenology” (or perhaps a “heterophenomenology”)?; that is, a scientific account of the experienced qualitative nature of sensations within a given sensory modality, as well as the principles that distinguish sensations across different modalities. Many commentators misunderstood our claims about internal representations and the role of the brain in consciousness. We hope to have shown in our reply that we are not so extravagant as to claim that the brain contains no information, or that it serves no purpose in cognition. On the other hand, we hope to have shown how making a shift in the way we think about representations and the role of the brain leads to new ways of understanding the nature of phenomenal consciousness. The shift we advocate consists in suggesting that experience does not involve having an internal representation, but instead involves making use of certain capacities to interact with the environment. Though counter-intuitive at first sight, this approach, in addition to dealing satisfactorily with phenomenology, sheds a new light on previously unconnected phenomena in experimental psychology, and makes empirically testable predictions.

NOTE
1. Malcolm appears to have been the first person to use this term in print, but Rosenthal used the term first in papers written and presented but not published in the 1970s. Rosenthal’s usage is the main source of the idea in contemporary discussions.
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